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ANNOTATION

This book provides a systematic presentation of the
theory ana practice of high-speed ballistic ranges, surveys
the modern methods used to study high-speed phenomena, and
examines the results of studies of the processes taking
place during high-speed motion of bodies of various shapes
in gaseous and solid media. The book is intended for
scientists, engineers, physlcists, and technical personnel
of the scientific research institutes studying the aero-
dynamics, gasdynamics, and mechanics of continua, and also
for graduate students and upper-level students in the physi-
cal and mechanical sciences.
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EDITORS' FOREWORD

The latest achilevements in aerodynamics, gasdynamics, and
dynamics of solid media have been possible only as a result of the
successes in developing experimental techniques, particularly the
ballistic methods. However, to date, no books have appeared in the
Soviet scientific literature which acquaint the interested reader
with the fundamentals and details of these methods or with the re-
sults of studies being made using t-ese methods. The present volume
is the first attempt to satisfy this need.

We present a systematic discussion of the theory and practice
of high-speed ballistic test facilities, survey the modern methods
for studying high-speed phenomena, and examine the results of studiles
of the processes taking place during high speed motion of bodies of
different shapes in gaseous and solid media.

The book 1s based on the results of developments and studies
performed by the authcrs. Along with the obvious advantages, this
has its drawbacks, since in this approach we may inadvertently fail
to examine some aspects of the problems assoclated with applicatilon
of the ballistic methods. The team of authors will be grateful to
anyone who points out such omissions, and also those who may offer
critical comments regarding the subjects discussed 1n the book.
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The present volume was already prepared when Mir Press pub-
lished In late 1971 the translatlon of the collectlon oi® articles
entitled Physics of High Speed Processes (Kurtzzeltphysik, Vienna -
New York, 1967). It appears to us that this collection of articles
and the present volume complement one another qulte well in regard
to several questions, and the bibliographies of the two books pro-
vide quite exhaustive information on these questions from the
original studies of Soviet and foreign investigators.

We hope that the present volume will be useful to the scilentists,
engineers, physicists, and technical personnzl of the scientifilc re-
search institutes studying the aerodynamics, gasdynamics, and mech-
anics of contlnua, and also to the graduate ctudents and upper-level
students in the physical and mechanical specialties.

Chapters I and II were written by the late N. N. Popov, Chapter
IIT — by G. I. Mishin, Chapter IV — by N. A. %Zlatin, and Chapter V
— by A. P. Krasil'shchikov.

N. A. Zlatin
G. I. Mishin
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INTRODUCTION

In the course of technical progress, the scientists and engi-
neers are faced with new and increasingly complex problems. Resolu-
tion of these problems 1s impossible without the use of mouern re-
search methods which correspond to the level of the tasks. Thus,
in the fifties, the rapid development of energy, space, aviation,
and certain other branches of rew technology required study of pro-
cesses characterized by speeds of the order of several killometers or
tens of kilometers per second. Such processes include, for example,
spacecraft motion in various gaseous media, interaction of space-
craft with meteoritic bodies, and so on. It is obvious that, in
order to study these processes, 1t was first necessary to develop
methods for imparting high veloclties to bodies of different, but
known, shapes and sizes. It was then necessary to development equip-
ment to record those parameters of these high-speed processes which
are of interest to the investigators. ¥inally, 1t was necessary toO
construct physically valid models of the processes 1n question and

formulate computational schemes.

It is well known that the conventional artillery and gun systems
can give solid bodles velocities which de not exceed 1000 - 1500
m/sec. If we elongate the gun barrel in these systems (to 1060 call-

bers or more) and use powder charges whose welght 1s an order of

*
Numbers in the margin indicate paglnation in the original forelgn
text.
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mapnitude greater than the welght of the body belng launched, the
launch velocilty can be lncreased to about 2000 - 2500 m/sec. How-
ever, further lncrease of the muzzle veloclty using conventionral
powder systems 1s not possible in principle. The reason 1s that the
powder gases have high molecular welght (about 28), 1l.e., they are
characterized by relatively low sound speed and, consequently, low
expansion (discharge) velocity. Therefore, it was necessary to find
a fundamentally different solution of the problem.

And such a solution was found. The use of light gases (hydrogen
and helium) for acceleration of the bodles..was proposed. Filling
the launcher breech with a light gas and use of a powder charge to
increase the gas pressure and temperature make 1t possible to reduce
the molecular weight of the working gas mixture to 14 - 15, and raise
the muzzle velocity to about 3000 m/sec.

An important step in light-gas development was the use of a pis-
ton to separate the launcher breech into two volumes (the "two-stage"
principle). One of these volumes was used for the powder charge,
and the other — adjacent to the barrel — was filled with the light
gas. When the powder charge was ignited, the piston began to move,
compressed the light gas, and the latter,as it expanded, imparted
velocity to the projectile.

The idea of using the two-stage principle for high-speed launch-
ing was very fruitful. By the middle of the fifties, there were
several dozen two-stage light-gas launchers in various countries.

The experimental studies made using these facilitles made it possilble

to find optimal designs for the various light-gas launcher components.

Launch velocities of 10 km/sec, and even higher, were achleved in

some of thess ranges.

Such velocities exceed markedly the speed of sound in the work-
ing gas. This means that the wave effects arising 1in the working
gas will play a maJor role in the llght-gas launchers. Ceonsequently,
calculation of the structural and ballistic parameters of the light-
gas launchers cannot be bhased on the classical ballistics methods,
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whlch neplect the wave processes, and require the development of a
more general approach. Therefore, the subjJect matter of thz new
branch of 1internal ballistics — high-veloclity light-gas launcher
theory — 1s the solution of the general equations of gasdynamics
by modern computational mathematics techniques.

The first and second chapters of the present volume are devoted
to presentation of the fundamentals of high-velocity light-gas
launcher theory, and the principles involved in calculating their
structural and ballistic parameters.

The modern ballistic ranges are a complex consisting of a power
or light-gas launcher, which imparts to the projectile (model) the
required velocity and a definite mode of motion, and the instrumen-
tation, liocated along some segment of the model motion trajectory.

The nature of the ballistic method, both when studying the col-
A lision of solid bodies and when conducting aeroballistic studies, is
;@;ﬁ a resuliv of the fact that the model displaces in space and the dura-
g tion of the observed processes is short. Therefors, high-speed re- /9
cording and wmeasuring techniques must be used.

At present, several highly effective methods, based on the latest
achievements of electronics, optics, radiography, high-voltage engi-
neering, and so on, have been developed for studying high-speed pro-
cesses. In examining these methods, we must first of all note high-
speed photography in visible light, accomplished basically with the
aid of spark and laser light sources, which make it possible to ob-

3 .
F# i

taln pictures with nanosecond exposure duration.

The electro-nptical shutters are convenlent tools for studying f
self=luminous objects. As for high-speed processes of low bright-
; i ness, here the use of clectron-optic converters opens up wide possi-
tilities. These converters make 1t possible to obtailn photographs |

with exposures lylng in the plcosecond range.
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Pulsed radiography of high-speed processcs 1n nontransparent
media 1s now highly advanced. The modern pulsed radlography cquip-
ment makes 1t possible to obtaln high quallty plctures wlith exposures
of a few nanoseconds.

The electronic synchronizing and timing clrcults have achleved
significant progress. They provide reliable control of the complex
recording equipment, and make 1t possible to study the development
of the phenomenon in time with high preclsion.

The principles used in constructing the instrumentation and the
measurement techniques used on ballistic ranges are described in
Chapter III.

The solid body collision problem must be listed among those whose
sollution reguires use of the high-speed launcher, together with the
apparatus for recording high-speed processes.

The problem of the collision of two (or more) bodies 1is one of
the oldest problems, and study of the solid body collision process
in order to establish the laws governing this process has attracted
scientists and engineers for many centuries. The interest in this
problem has increased markedly 1n the last decades. While previously,
the collision velocities used ranged from about one meter per second
(forging practice) to about 1 kilometer per second (artillery), at
the present time, the development of geophysics, astrophysics, high-
pressure physics, and several new engineering branches requires
clsonification of the laws governing the collision of solid bodiles
ot encounter velocities varying over a wide range — up to 130
km/sec. For example, the previously mentioned velocities of meteoric
body encounter with spacecraft may reach these high values.

On the basis of very general physical considerations, we would
expect that the laws governing the collision of solid bodles at
velocities on the order of 10 km/sec and higher will differ signifi-
cantly from the laws which hold for velocities of 1 to 1000 m/sec.

/10
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And thig 1s indeed the case. Studlea of many Soviet and forclgn
gelentlsts have shown that wave phenomena and hydrodynamic and ther-
mal effects (melting, thermal explosion) play a deflnlte role in
high-velocity impact of solld bodies. The baslc physical laws gov=-
erning the collilsion of metallic bodles have been established, and
models of the process have been proposed.

Chapter IV 1s devoted to discussion of these question.

Another area of ballistic range application is that of aerody-
namic investigations, whose origins go back to the artillery engl-
neers in the nineteenth century in thelr studies of external
ballistics.

Advances in the aeroballistic method have been particularly rapld
in very recent years, in connection with solving the problems of
rocket and space engineering.

In contrast with the other aerodynamic research study methods,
in which we study the interaction of an accelerated flow with a sta-
tionary model or a model performing limited motion, the ballistic
experiment is, in essence, a flight test under laboratory conditions.
This technique has several advantages, and the ballistic test results
add significantly to the wind tunnel data. The most important advan-
tages of the aeroballistic method are: wide range of Reynolds and
Mach number variation, possibility of obtaining high Mach and Rey-
nolds numbers and high stagnation enthalpies, absence of any model
supports, undistrubed approaching flow, precise and reliable control
of all the approaching flow parameters, and the possibility of study=~
ing unsteady aerodynamic phenomena.

The ballistic ranges intended for aerodynamic and gasdynamic
studies can be divided into two types. The first 1lncludes the
ranges which are termed aeroballistic stands. In these ranges, the
test model is launched irto stationary alr ("open" ranges) or into
a chamber in which the gas pressure and composition, and sometimes
the temperature as well, can vary ("closed" ranges).




ol L bl

The second type includes the ranpes in which the model 1g
launched counter to the supersonic flow of a wind tunncl. Such
ranges are termed aeroballistle tunnels. Experlments wilth Mach num-
bers as hilpgh as 63 have been conducted 1n ranges of thils type. Mach
numbers of this oerder have not been rcallzed 1in any other facllltiles.

The ballistlc method is used at the present time to determlne the
aerodynamic characteristics of models in air and other medla, study
the physical and chemlcal phenomena accompanying the motion of bodles
at supersonic and hypersonic velocities, and sc on. The possibili-
ties of the ballistlc method for study of the gasdynamic and physical
processes in the near and far hypersonic wake are promising.

Chapter V presents schemes of ballistic ranges of varlous types,
describes the experimental techniques, and evaluates =some results
illustrating the capabilities of the aeroballistic research method.

/11




CHAPTER I

HIGH-VELOCITY LAUNCHERS

§ 1.1. Preliminary Remarks :

RS
-
no

A new trend has developed in the last few decades in the field of
artillery engineering -— the creation of high-velocity launch facili-
ties, i.e., devices for launchirg bodies with veloclty exceeding
2500 - 3000 m/sec. Because of the fact that light gases (hydrogen
or helium) are used in these facilities, they are usually termed |
light-gas guns and light-gas or gasdynamic ranges. In the following, ;
the high-velocity launchers in which hydrogen or helium is used as i
the driver gas are designated in abbreviated form as-LGL. At the. ;
present time, LGL are used to impart velocities exceeding 16,900 - !
12,000 m/sec to bodies. The LGL are used to conduct scientific 1

j
1
|

studies in the field of solid body collision aerodynamics and physies.

In addition to the LGL, in laboratory studies we use high-velo-
city launchers in which the body is accelerated by electrodynamic
forces, and also by shaped charges of various construction. Because
of the fact that primarily the power and light-gas launchers are
used in the modern ballistic ranges and stands, our attention in the
following will be concentrated on the gasdynamic methods for accel-

erating bodles.




We shall dlscuss the general status of LGL theory, analysls,
deslgn, development, and use.

I. Two basic trends can be noted 1in the fleld of LGL deslgn
theory. The first 1s characterized by the tendency to obtain ap-
proximate analytic relatlons describing the projectlle motlon under
very "general" assumptions (see, for example [1 - 4]), The second
trend 1s characterized by the tendency to obtaln a precise plcture
of the motion in all 1its complexity, with the aid of numerical meth-
ods. If the exact soluticon 1s avallable, we can obtain an approxi- /13
mate solution with the aild of certain approximations (see, for
example [5 - 9]).

II. In designing the LGL, we use various computational methods,
both very approxima*+e and quite rigorous. However, in most cases,
the calculatior. results differ significantly from the experimental
results (particularly markedly in determining the maximal gas pres-
sure). The explanation for this lies in the fact that even the most
advanced technique for gasdynamic calculation of the ballistic ranges
must be based on several unavoidable assumptions (one-dimensional
flow, absence of viscosity, and so on). Therefore, experiment plays
a definitive role in high-velocity launcher development, and only
with the aid of experiment can we introduce the required refinements
into the computational technique and ensure LGL compunent operability
and service life.

III. The launcher efficiency can be evaluated if we recall that
the LGL are machines which are characterized by a definite thermo-
dynamic cycle, as a result of which the thermal energy contalned 1in
the powder, capacity bvattery, and so on, 1s transformed into the
kinetic energy of the projectile. The efficiency of such devices
can be evaluated by the ratio:

mv*
n= 20’
where m — projectile mass, V — projectile velocity, and Q —-
amount of thermal energy supplied.
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The efficlency of the various launchers corrceclates well with the
veloclty imparted to projectiles by these launchers., This indlcates
that the existing launchers have achieved a deflnite level of ad-
vancement from the viewpoint of the gasdynamics and thermodynamics
requirements. Therefore, we can consider that, at the present time,
the primary problem is launcher development to lmprove thelr opera-
tional qualities.

IV. The field of LGL use can be evaluated by examining the re-
lationship between the ratio of the powder charge welght w to the pro-
jectile welght q and the launch velocity (Figure 1.1). We see from
the figure that, in order to achieve
high launch velocities, it is necessary

to use heavy charges. For example, for %

projectile weight 5 grams, a powder 400 Ji
charge weighing 2500 grams 1s necessary 600 /
to achieve a velocity of 8000 m/sec. a0 /
Therefore, the high-velocity launchers

have found widest application under 200 . B

laboratory conditions for launching 4 T 7&w 57 S m/ sec
1
relatively small bodies (welghing from Figure 1. Ratio of

0.01tol0 grams)¥. The use of launchers powder charge weight to
projectile weight versus

of this type to launch heavy bodles re- launch velocity

quires the construction of special

stands. There are only a few such

stands in the entire world; however, their number is Increasing all
the time.

At the present time, the LGL has passed the first stage of 1its
development, and is a tool which 1s widely used in laboratory studies
cf phenomena'taking place during the motion and collision of bodies
with velocities of 4000 - 10,000 m/sec.

#
We recall that in conventional artillery, the ratio w/q varies from
001 '(,O 1050

RS
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§ 1.2. Launch Physical Princilplesg and Llght-=Gas
Launcher Classificaftlon

The light-gas launcher 1s a partlcular case of the artillery )
= weapon, which consists of two basic parts: the barrel (including the
mfA charge, projectile, and so on), and the carriage on whilch the barrel
: 1s mounted.

In the light-gas launcher, as in any artillery piece, launching
of the projectile (body) is accompolished by the gas expanding in
the barrel. Energy is supplied to this gas either by burning powder

or as a result of precompression by a special piston, heating by an

The process of launching from any barrel can be represented
schematically as in Figure 1.2, which shows a barrel having the
length L, and also two position of the projectile -— the initilal
position at the distance Lc from

{

electrical discharge, and so on. ]
i

{

s the breech, and the final posi- - S - G- v
- tion, when the body has traveled DA —, ba

the entire acceleration path Lba'

=;\: Figure 1.2. Launching a body

In order tc¢ understand the phy- from a cylindrical tube

= sical basis of the launching process :
) with the aid of expanding gas, and establish the factors which deter- %
_ mine the launch velocity V, we need only examine the very simple case i
* of instantaneous power charge combustion. i
:
1
|
|
1

Using the energy conservation law, we can write:

L

o ma® . my2 P 2
- =+ S | 5L,
. 0
where S — barrel area, p — gas density, u — gas veloclty, m ;
. gas mass, m — projectile mass, a — sound speed 1n the gas, Kk — /15

adiabatic exponent. In this equation, the ideal gas internal energy
multiplied by the expansion process thermal efficlency n appears on

)
'
At ot .
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the left slde, while the kinetilc energy of the projJectile and of the
sae traveling in the barrel appears on the right.

The integral in thls equation 1s caslly transformed:

where SpavL =My, and the average gas velocity u is expressed in

av
terms of the projectile velocity V (b, — coefficlent of propor-
tionality):

2 = 2
Uy = b V2

After transformation, we obtain easily from thi3 equation the
well known ballistics formula:

e a1
P_$‘/;u~nﬁﬁ+my (1.1)

This formula shows that even in the limiting case, when the process
thermal efficiency is equal to unity, 1.e., when the gas expansion
takes place without losses in an infinitely long barrel and the pro-
jectile is infinitely light (or the launch gas mass is infinitely

large, i.e., %%*Ov), the launch velocity cannot be higher than:

=o)L __ ,
Vlil’l’lit _th(r.-—l)h" (;.2)

In practice, the projectile velocily does not exceed the value¥:

V(1,8 —2,5)a. (1.3)

Thus, the projectile velocity is determined primarlly by the
sound speed in the laun~h gas. This is easily understood 1f we re-
call that the sound speed characterizes the ideal gas internal

energy E.

#
This will be shown 1n Jdetail later, in Chapter II.

1]
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In fact,

E=oT=—% _ (1.4)

WS =)

Here, we have used the well known expression for the speed of
sound in a gas:

a®=xRT . (l.“)

and the Meyer equation: -

If we introduce the universal gas constant R¥, equal to:

R*=R.p,
(1.5) takes the form:
62=:R.T
P -

Thus, the sound speed in an ideal gas is determined by the gas
temperature T and molecular weight u. Consequentl;, in order to
increase the launch velocity, we must increase the temperature of
the launch gas and reduce its molecular welght.

We see from (1.1) that, in the general case, the projectile
velocity 1s determined not only by the sound speed, but also by the
adiabatic exponent k, efficiency n, coefficient of proportionality

b, and the ratio ml/m.

1

If we use dimensional analysis, we can write an expression for
the projectile velocity analogous to (1l.1), but having the more
general form:

V=a.a,f(_’%{_, %, ba )'I"Vh (1-6)
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where Vl -— transport veloclty of the cntlre gas as a whole, ¢ —
overall correction factor; f(ml/m, K, Lba/Lc) — a functilion of the
ratio ml/m, K, and the ratio of the barrel length Lba to the breech

chamber length Lc (this ravio basically determines the firing
efficiency).

In the following, we shall use the formula for the projectile
velocity in this form.

The primary objective of launch theory 1is to determine the in-
fluence of all the above-listed parameters on the projectile velo-

N
=

city (i.e., determine the function f) and show the most promising
directions for launcher development.

Formula (1.6) shows immediately the three basic directions in
which development of launchers with high launch velocity can proceed:

1) increase the sound speed in the launching gas, which requires
increasing the gas temperature T and reducing its molecular weight u;

2) 1increase the transport velocity Vl; in practice, this is

achieved by using a hydrodynamic (or plastic) piston, accelerating
the gas in the barrel by electrodynamic forces, and so onj;

3) increase the coefficient ¢ by reducing all forms of losses.

All these approaches are reflected in the construction of exist-
ing launchers.

Let us turn now to classification of the high~veloclty launchers.

The launchers can be divided into two classes on the basis of
the principle used 1in accelerating the projectile.

1. Gasdynamic launchers in which the model 1s accelerated by
a gas (LGL).

13
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II. Electrodynamic launchers in which the model 1s accelerated
by forces arising from the interaction of currents or from a mapgncetlce )
field. The electrodynamic launchers are subdivided 1nto contact :

and induction types.

The gasdynamic light-gas launchers are subdivided on the basis
of construction principle into single-stage and multistage types.
In the single-stage launchers, the csnergy is supplied directly to the
working gas, either by combustion or by an electrical discharge; the
primary advantage of these launchers is their simplicity. In the
multistage launchers, the energy supply to the working gas takes
place through intermediate stages — for example, a piston is accel-
erated and its kinetic energy is then transformed into compressed
gas potential energy, and so on.

The gasdynamic launchers are divided into three groups on the
basis of the principle of energy supply to the working gas:

a) launchers with mechanical compression (piston or shock wave) ;
b) launchers with electrical heating;
¢) launchers with combustion.

The classification in final form is shown 1in Figure 1.3. This
classification covers practically all the known high-velocity
launcher schemes.

Turning to a brief description of the various launchers, we em=-
phasize that the objective of this description is not examinatilon
of all known schemes (which 1s not possible at the present time).
We shall examine only the most typical schemes.

§ 1.3 Single-Stage Gasdynamic Launchers

o e

The simplest LGL are the single-stage gasdynamic devices, whose
scheme 1s quite similar to that of the conventional fircarm.

14
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Figure 1.3. Ballistic range classification

%';”l The simplest and apparently the first light-gas launcher was that
in which the working gas was a 1light gas (hydrogen) heated by a pow=-
der charge. In this case, as the powder burhs, a mixture is obtained
with molecular weight less than that of the powder gases, but with
somewhat lower temperature. The maximal velocity attained in launch-

) ing bodies from launchers of this type was close to the velocity at-
7' tained by the conventional powder systems, and therefore these sys-
tems did not find practical application.

™
fu-
O

o The next step in single-stage launcher development was the use,
SN as the working gas, of a mixture consisting of oxygen, hydrogen, and
S helium (OHHM — oxygen, hydrogen, helium mixture).

Figure 1.4 shows the basic characteristics of this working gas
as a function of the vercentage helium content in the mixture. We
see from the figure that the maximal sound speed and, consequently,
the maximal launch velocity are obtained with € N 70 = 75%. In this

case, a, v 2330 m/scc. ;

In equipment using OHHM, a launch veloclty of 3500 - BoOo m/sec

may be achieved. Figure 1.5 shows a dlagram of this equipment.
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Figure 1.4. Characteristics
of OHHM as function of per-
centage hellum content 1l — electrical primer; 2, 3 —
breechblock; 4 — igniter; 5 — cart-
ridge; 6 — model; 7 — gas cutoff
The most promising barrier; 8 — frame-targets; 9 —
model catcher; 10 — oxygen bottle;
among the launchers of the 11 — compressor; 12 — hydrogen bot-
subject type is the tle; 13 — helium bottle

launcher with electrical §
|

Figure 1.5. Launcher using OHHM:

f; preheating of the light gas. Storage and capacitor batteries, induc-
tion coils, and so on, can be used as energy sources for such launch-

ers. In the electrical preheating case, the gas temperature may /
reach 10,000° K or more. In this case, the working gas temperature
limitations are associated only with heat transfer through the walls
and questions of service life.

11 12 13 14 e e |

Figure 1.6 shows an elec-

trically pulsed launcher in 2 | .
which mechanical energy is 3 !/ { {\\ j
stored in flywhreels, and the 7 & w9 }
electrical energy source is a 4 %
unipolar generator [16]. The
launcher operates as follows: Figure 1.6. Electropulsed

launcher:

the motor spins up the fly-
1 — flywheel; 2 — homopolar gen-

wheels and the unlpolar gen- erator; 3 — clutch; & — motor;
erator to the specified speed, 5 — induction coil; 6 — primary |
switch; 7 — secondary switch;

after which the main switch 8 -— internal switch; 9 — model; |
triggers, and energy 1s stored 10 — gas inlet valve; 11 — ailr

. . cylinder and piston, which break
in the inductlon collj when the contact in the working chumber;
the energy storage process 1is 12, 13 — pressure sensor; 14 —
completed, the primary switch (Captlon continued on following

page) |
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5 opens and currcnt now Mpure 1.6 (continucd)
- flows only through the barrel; 15 — vacuum chamber; 16 — tarpr-
closed contact inside getsy 17 — clcetronie chronogre h
) the chamber. Then the i
contact 1n the chamber /
. opens. The energy 123 4 56 700 9mm2i3mi517 18 1320 20 22
Elfi; stored in the induc- \ -

tion coill is released s
A in the chamber. The 1
%**‘ process lasts about

| 30 - 50 usec.

In other electro=- . =

pulsed launchers, a

battery of capacitors
- or other energy source
. is used in place of Figure 1.7. Electro-impulse chamber:
the unipolar generator

and the induction coil.

1 — cable; 2 — collecting electrode;
3 — electrode; 4 — activation chamber
housing; 5 — pin; 6 — flange; 7 —— pro-

The capacitor battery
provides shorter charg-
ing time; however, it
is considerably more
expensive than the in-

tective ring; 8 — sealing ring; 9 —

gasket; 10 — collecting electrode; 11 —

insulation; 12 - 14 — gseals; 15 —
flange; 16 — pin; 17 — plug; 18 — gas-
ket; 19 — crusher gauge; 20 — chamber;
21 — bolty 22 — flange; 23 — sleeve;
24 — seal; 25 — ignition wire lead-in;

duction coil, and has 26 — barrel

larger dimensions.
Figure 1.7 shows a general view of the electropulsed chamber in
cross section.

A realistic temperature from the viewpoint of barrel service life
for the electropulsed launchers can apparently be consildered to be
T & 8000° K - 10,000° K, and therefore the maximal launch velocity
for units of this type, when using hydrogen, is V = 8000 - 12,000
7000 - 9000 m/scc.

m/sec, and when using helium — V

The actual launch velocity depends on the specific characterio-
tics of the electropulsed chamber, particularly on the pas pressure

17
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o } and the relatilonshilp betwecen the projecetille mass and the pgag mass,

! and wlll be lower than the limiting value because of the conslderablc
- lncrease of the gas molccular weipght duc to electrode crosion (usu-
A ally V= 5 - 6 km/sec).

e
ﬁg?;; § 1.4, dultistage Gasdynamilc Launchers

The multistage light-gas launchers differ in principle from the
conventional artillery guns in that they include additlonal stages,
whose objective is preheating and compression of the light gas. The
most typical LGL of this type is the two-stage piston launcher. ;

Figure 1.8 shows a piston launcher. -~ 3

The light gas in chamber 4 is compressed l__f_i;l_j;-Agjs::::§ ¢
p {

|

) 6
by the piston 2, which is driven by roos * 7

powder gases. After the pressure in ;
- _ Figure 1.8. Piston- i

the light-gas chamber reaches the mag type launcher: ,

nitude Pgs the rim of the projectile 5 1 — charge; 2 — pis-

ton; 3 — gas inlet;

4 — gas chamber; 5 —

projectile; 6 — barrel

is severed, and firing takes place.

N
n
no

For preliminary analysis of the

piston-type launcher operation, it is necessary to have szveral re-
lations, which are obtained under the assumption that: a) the expan-
sion-compression processes behind and ahead of the piston are equili-
brium processes; b) the driving pressure P is equal to the maximal

ressure allowable in the launcher:

Do = Paax-

Using the equation of state, and introducing the entropy function ¢
by the well known relation:

=2
(b"‘"Plv (1'7)

,#; ) it 1s easy to express the light~gas temperature at the end of com=-
pression in terms of 1ts 1nitlal parameters:

Tz =(hﬁ\«v»-x).'u_(mm., )l.'-__j(a.... \) | (1.8)

Ty Pu / P ay
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We asce from Formula (1.8) that, in the plston launcher, 1t 1 advan-

tageous to have a high compression ratio pmax/po’ and accompllish the

compression process with the maximal poaslble Increase of the entropy
*, k, and 1nitlal gas tempera-

Mg, by« In thls case, for given p ..

ture TO’ he gas temperature and, therefore, the sound speed in the

gas will be maximal.
We shall introduce some relations which will be required later on.

The piston launcher operating principle 1is based on the fact that
the light-gas potential energy at the end of compression:

m a?
E=_-2 (1.9)
(where & ax — sound speed in the gas at the end of compression, and

m, — mass of the light gas) is stored initially in the form of kine=-

tic energy of the piston.

The piston kinetic energy is:

G V2 max
E, = —P—%g——— , (1.10)
where Gp — piston weight, and Vp max maximal piston velocity.
Therefore,.we can write:
2
GV m._a?
P 12) max =b:(:.:“1)g' (1.11)

where b is a coefficient. We see from (1.11) that:

2bmy dmax

Gy =3G=1 (Vp;,;:)gg' (L.12)

*
It is obvious that the maximal pressure is determlned by launcher
strength.

19
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The gas charge magsg 18
m, =1im,

where m — projectile mass, II — parameter sclected from the gas-

dynamic analysis (usually, I » 3 - 6).

On the basis of (1.6), % equals

am'. W(u LN LB)

consequently, (1.12) can be written as

2bllg

b =7‘("°‘1)1’,f (Vnmx (1013)

G
where q = mg 1s the projectile weight.

Formula (1.13) relates the piston weight Gp with the launcher

parameters: q, V, Vp max? and also through f with II, k, and Lba/Lc

Finally, it is easy to establish the connection between the
launcher dimensions and the initial light-gas pressure.

It is obvious that the gas charge mass:
my ==polVo 0

where o is the light-gas density, and Wc is the gas chamber volume

before compression, since

_ 2Po.
o= 27

where a, is the sound speed in the light gas prior to compregsion,
then:
20 W, (1.14)

=3
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The quantilty my 1s intimately rclated with the projcectille mass m,
and thelr ratilo:

M=
m

1s usually speclfled from the gasdynamic analysls, as mentioned ahove. /24

Consequently, the initial light-gas pressure:

ma}
Po= S (1.15)

Formula (1.15)1imits the initiul light-gas pressure.

Since the quantity Prax 1s determined by the structural charac-

teristics of the launcher fourechamber, the quantity p for the

max/pO
piston-type LGL is essentially determined by the projectile mass m,
gas chamber volume Wc, and initial gas temperature rise, since this

determines ao*. The existence of the relationship between Po and wc

(or, what is the same, the gas chamber dimensions) makes it possible
to divide the piston type LGL into two suhgroups:

a) launchers with low compression ratio,
b) 1launchers with high compression ratio.

In the low-compression-ratio LGL, the initial light-gas pressure
ranges from 60 to 120 atm** (the compression ratic for p..=~ 10000 atm
is of the order of 100). These launchers have minimal dimensions,
but their launch velocity does not exceed 4000 m/sec, which follows
from (1.3), if we consider that for this compression ratio the speed
of sound in hydrogen increases only to about 2500 - 2800 m/sec.

In launchers with high compression ratio, the inltial light-gas
pressure is usually close to 10 atm, and the compression ratio is

Ay 2 V’;[_'-” ’l; .

%%
The pressure 1n the standard bottles is 135 - 150 atm.
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T of the order of 1000. The dimensions of thesc launchers for the
same projectile welght exceed those of the low pressure ratio
launchers by 5 to 10 times; moreover, their launch veloclty 18
v considerably higher — of the order of 6000 - 7000 m/sec or cven
| higher - when using a hydrodynamlc piston.

_:ﬂﬁ%f With (1.7, 1.13, 1.15) availlable, we can turn to detalled examil-
nation of the existing multistage LGL.

Jyg  Launchers with heavy nondeformable piston. Launchers of this
_»@:[ type are used most successfully for investigations with projectile
>ﬁ!&- — speeds of 2500 - 4000 m/sec. The primary difficulty in developing
Jf; such LGL lies in decelerating the piston in the forward position.
ﬁf°i Usually the piston launchers with heavy metallic piston are designed
f ”4; so that the piston approaches the end of the ballistic barrel with
. ﬁw zero velocity. In this first approach, the compressed light gas

forms a cushion and plays the primary role in stopping the piston.

~N
no
\>1

If the piston is not equipped with a special wedging device, it
will bounce back under the pressure of the light gas. As a rule, the
light gas can, at this time, leak out of the launcher through the 3
barrel, and the powder gases again send the plston forward; 1f specilal
devices are not provided, the piston may acquire considerable velo-

i

city and damage the launcher during the second impact. ;

At the present time, two basic methods for preventing impact are
normally used: the first is to use a shock absorber made from a soft
. material, such as aluminum or polyethylene, the second 1s to equip ‘
o the piston with a special small pin which klocks the residual light i
' gas as the pin enters the barrel, and thus creates a cushion. As a
rule, the choice of heavy pilston construction to prevent 1impact i1s
made experimentally.

The initial gas pressure is usually selected in the range between
60 and 120 atm, in order to facilitate stopping the plston in the LGL
with a heavy metal piston. Therefore, these launchers have a low

compression ratio.

22




We noted prevliously that the launchers with low compression ratio

have minimal dimensions (if we do not consider the single-stage
launchers). Usually, the gas chamber length in the low-compression-
ratio launcher does not exceed 10 -~ 30 calibers.....

The desire to increase the launch velocity in the heavy pilston
launchers led to use of launchei's with high compression ratio, and
the damage occurring because of piston impact in the extreme forward
position required reduction of the piston weight.

As a result, a new type of plston launcher has been developed —
the light-piston LGL. As a rule, these launchers have a high com-
pression ratio; moreover, in these launchers, the compression process
takes place with increase of the entropy.

i

Launcher with light piston. Formula (1.8) shows that increase of

the gas entropy in the compression process leads to increase of the
temperature for the same compression ratio; consequently, it is ad-
' vantageous to compress the gas in the launcher with the aid of an

L irreversible process.

One of the simplest compression processes with entropy increase {
is compression by a piston which creates shock waves. Specifically,
a shock wave arises ahead of a piston traveling with acceleration.
The coordinates z,, ty, of the poir.. of shock wave occurrence in the x, t
plane are connected with the piston acceleration and the gas parameters
by the following well known formulas [25]:

1 In these formulas, A is the initial piston acceleration, equal to: /26
g |
= —-g - i
A G, (pZO pro)’
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where S — plston area, Gp — plston welght, and Ps0 and Pro are the

pressures at the initial moment to the left and right of the pilston.

In the heavy piston case, the quantity A 1s small, and the point
of shock wave occurrence lies outside the light-gas chamber; the
short gas chamber length in these launchers facllitates this situa-
tion. In this case, the compression takes place practically isen-
tropically.

When a light piston is.-used, the acceleration magnitude may be
such that the shock wave occurs near the piston. The presence of.

shock waves is a characteristic feature of the light-piston launchers.

As the shock wave reaches the front wall of the light-gas chamber,

it reflects from the wall, and then a series of reflections from the
wall and piston take place. There will be abrupt entropy increase
during each reflection, and the entropy ratio in practice may reach:

We shall present, as an example, the parameters of an American
light-piston launcher [3]. Fast-burning powder is used in this
launcher.

The basic launcher data are:

Piston barrel diameter 22 nm

Piston barrel length 1515 mm (69 calibers)
Piston weight 19 g

Powder gas pressure (max) 17,000 atm

Light gas pressure (max) 44,000 atm

Initial light gas pressure 60 atm

Ballistic barrel diameter 5.6 mm

Model weight 0.3 g

Model velocity 7300 m/sec

Powder charge 125 g

Ballistic barrel lengch 915 mm (165 calibers)
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Ilgure 1.9 shows the veloclty of a V, m/sce

T projectile launchea from thls pun as a 7000

functlon of the powder charge welght, and 6000
Fligure 1.10 shows a photo of the ballis-
tic light-piston launcher.

Jo0l

4000)"
50 70 w0 Mmw,g

The nossibility of compressing the
gas with increase of the entropy 1s not Flgure 1.9. Projec-
the only advantage of the light-piston tile velocity versus

launchers. No less important is the powder charge welght

Figure 1.10. Ballistic launcher with light
piston i

fact that use of the light piston eliminates piston impact during /27
repeated arrivals at the extreme forward position. 1In fact, experi-

ment has shown that the impact of a light plastic piston is not
damaging, even with a velocity of the order of 1000m/sec.

The disadvantage of the light piston is the fact that the piston
can normally be used only once, and must "e considered as a firing

element. In addition, we have mentioned that the light-piston
launchers have larger dimensions.

At first glance, 1t might seem that 1t would be easy to convert
all piston launchers to the light-piston type. However, it follows
directly from (1.12) that this 1s not always possible in practice.
In fact, the piston weight Gp is connected with the compressed light

gas parameters, since the maximal piston velocity 1s usually limited. ;
Thus, for the powder-driven systems, the maximal practically achicv-

able piston velocity 1s 1000 - 1800 m/sec. For systems in which the

%xﬁ‘; piston 1s driven by OHHM, this quantity may be larger — of the order




of 2500 m/sec. Therefore, converslon in the plston launcher to a
1ight piston 1s possible only when the piston kinetlc cnergy 1is
sufficient for compresslon of the light gas.

A long gas chamber, usually more than 60 calibers, ig character-
1stic for the LGL with light piston. In some launchers this length
reaches 100 or even 150 calilbers.

Diaphragm-type launchers. In the diaphragm-type launcher, the
high-pressure region (powder gases or OHHM) is separated from the
light gas by a diaphragm. When the diaphragm ruptures, a shock wave
travels through the light gas and heats the gas.

With regard to gasdynamic scheme, the diaphragm-type launcher
is identical with the shock tube. Figure 1.11 shows a dlaphragm-
type launcher.

The advantages of this launcher are
its relative simplicity and the possi-
bility of achieving greater increase of

the entropy functlon than when using Figure 1.11., Diaphragm-
the light piston. A disadvantage of type launcher:

- - 1 — shock chamber; 2 —
the diaphragm-type launcher is the re diaphragm; 3 — light-
duced launch velocity stability, since gas chamber; 4 — dia-

- phragm ahead of model;
it is difficult to achieve good repeat 5 — sabot; 6 — model;
ability of the diaphragm opening pro- 7 — barrel; 8 — bal-

cess and, consequently, stability of listic target

the shock wave parameters.

Throttled launcher. The use of shock waves is not the only way
to realize the gas compression process with lncrease of the entropy.
A more complete thermodynamic cycle, during which the gas entropy
increases, can also be used for thils purpose.

The following 1s such a cycle. Gas @;Wa ;:a
with the parameters Pg and TO is obtained L——jﬁ_____ _

!

by some process; then, thils gas expands
Figure 1.12. OSchema-

into an evacuated space (Figure 1.12). tic of expansion into
In this case, the pressure decreases to evacuated space:
the value Pqs while the gas temperature 1 — valve
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remains unchanged. In fact, the equation of the filrst law of thermo-
dynamics has the form:
dQ =—dE |- pd\y'.

Since p = 0, then dQ = dE = chT; assuming no thermal losses, dQ = 0,

and consequently dT = 0, 1.e., T = const.
Let us determine the increase of the entropy function.

After flowing through the valve, the gas pressure:

W, W, ,
=48 .ﬁ....*.:i.‘.r" sapy, n.,(:- , W, =W- W,.

Prior to flowing through the valve, the entropy function was:

(1|° - .ﬁ". . = p;"!.‘.'

,
[ mi

where m, - gas mass. After flowing through the valve,

consequently,

The functional dependence of @1/¢0 or wl/wo for various values

of k is shown in Figure 1.13. We see from the figure that the en-
tropy function increases by a factor of 2 - 3 during expansion into
the vacuum.

The use of expansion into a vacuum 1is a promising direction in
light-gas launcher development; however, to realize this process,
we must first have a gas with high initial temperature TO' There=-

fore, thls process leads to the need for developing combined multi-
stage launchers.

Combined launchers. Analyslis of the two-stage gasdynamic

launchers has shown that the light-gas temperature must be 1ncreased
in order to furither lncrease thelr effectlveness.

2
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In the two-stage launchers, the temperature lncreascs only as

a result of a single compression of the gas.

However, (1.8) inciides TO

higher this temperature, the higher Tm

— the initlal gas temperature: the

ax will obviously be.

Various techniques for preheating the gas, and also for accel-

erating the projectile in the barrel as a result of additional energy

input can be used in the combined
launchers.

The simplest preheacing
technique is to use OHHM 1in place
of light gas. 1In this case, the
OHHM ahead of the piston is ig-
nited befos  1igniting the primary
charge which drives the piston.
As a result, we obtain a mixture
which may have various tempera-
tures, Kk, and u, depending on
the composition.

/%,
‘ -
% = [,67
3
2l x =14
Xx =122
!
A 1 I i 1 |
] 2 3 4 5 ) w, 7
W,

Figure 1.13. Entropy function
increase during gas expansion
into an evacuated space

Use of OHHM as the working light gas 1n the piston-type launch-
ers has several advantages, the most important of which 1s the fol-
lowing. At temperature of order 3000 - 5000° K (depending on the
pressure), water vapor begins to dissoclate strongly, and therefore

in the compression process, part of the piston kinetic energy trans-

forms into energy of dissociation of the gas. Then, when the com-
pression terminates and the model begins to travel in the barrel,

the gas temperature falls sharply, and recombination of the molecules

begins. Since the recombination process lasts for a time of order

1075 - 10~8

sec, assoclation can be completed 1n the barrel, which

is equivalent to heat addition to the gas in tlie process of 1ts

expansion.




Figure 1.14 1llustrates the nature of the gas temperature vario-
tion in tlme, with and wilthout account for dissoclation. An obvious
drawback of thils preheating method 1s the increase of the light gas
molecular weilght.

1 D
(=2
[ >?&;'
() . X 4
' iy
3 5
J
P} O\J
Figure 1.14. Temperature as Figure 1.15. Plasmatron pre-
a function of time: heating:
1l — with dissociation; 2 — l, 2 — electrodes; 3 — plasma-
without dissociationy; I — tron chamber; 4 — evacuated gas
preheating zone (combustion chamber; 5 — valve; 6 — arc

of OHHM); II — zone of com-
pression by piston; III —
expansion in barrel A more complex method for

initial preheating of the gas 1is
the use of a special heater installed outside the launcher. 1In this
case, the light gas is passed through the preheater (usually elec-
trical), and then fills the barrel. The gas flow lasts for several
minutes in order to thoroughly heat the barrel.

Another preheater type is also possible (Figure 1.15). In this
case, the light gas passes through a plasmatron, in which 1t is
heated to approximately 1000° K. The plasmatron power is such that
the filling process must be accomplished in 1 - 2 sec. The heated
gas expands 1lnto the ballistic range evacuated chamber. However,
this preheating method requires very large powers.

Table 1.1 shows the plasmatron power required for heating varil-
ous weight quantitles of helium to 1300° K in one second (plasmatron
efficlency n = 0.5, helium ¢, = 1.25 cal/kg -« deg).

N




Finally, rather than the plasmatron, TABLE 1.1%

we can use an electropulsed chamber, 1n
kgflot jo2i05 | 00| 20
which the heating of the gas 1s accom- —

plished by an electrical discharge, after Kw | 10A0] 2600 {5200 | 104001 22000
which the dilaphragm ruptures and the gas

*
flows into the evacuated barrel. Translator's note.
Commas in numbers re-
present decimal points.

In these launchers, preheating 1s
accomplished prior to initiation of com-
pression by the piston. The dlsadvantages of this compression scheme
are the comparatively large thermal losses and the ilncreased powder
charge weight, since the work performed by the piston increases 1in
proportion to the initial gas temperature. However, the energy addi-
tion can be accomplished inside the compression chamber. In this
case, the electrical energy is supplied at the most critical launch
time, which, first of all, reduces the thermal losses markedly, and,
second, the possibility appears of maintaining a constant pressure
equal to the maximal value over some segment of the barrel, as a re-
sult of the heat input. The heat input process can obviously be con-
tinued with the aid of special dischargei's located along the barrel.

-

Figure 1.16 shows the barrel pres- [j* ~ o
O
+

sure in the combined launcher as a func- i
tion of time, with and without discharge.

The drawback of this launcher
scheme is the necessity for a powerful -

pulsed e.ectrical energy source.

Figure 1.16. Pressure
versus time in combined
The example presented above, charac- launcher (schematic):

terizing the electrical powers required ] — pressure as a
for preheating, shows that 1t 1s also function of time with-
out discharge; 2 —

advisable to seek mechanical techniques pressure with discharge

for preheating the gas. It 1s easy to
imagline several different possible
multistage launcher configurations in which only the mechanical and

chemical forms of energy are used.
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The operating principlce of these launchers 1s as follows., Mul-

tiple compression of the lipht gas 1s accomplished, and after cach
compression, the gas cxpands into an evacuated space (compression
chamber of the next stage).

The compression can be accomplished elther with the aild of shock

_ waves or with the ald of heavy and light pistons (Figure 1.17). For

S ; example, the launcher consisting only of
' the chambers 5 and 6 will be a launcher

with shock preheat; if a piston is placed

in chamber 5, we have a piston-type dual-

preheat launchers.

{ Finally, the use of reactive projec- Figure 1.17. Multi- !
tiles in the launchers 1s possible in stage launcher: :
principle (Figure 1.18). 1 — powder charges; j

2 — piston; 3 — dia-
phragm; 4 — first
(piston) stage; 5 —
3 It is interesting to compare the second (shock) stage;
operation of the launchers considered 6 — working (piston) i
above. In Figure 1.19, the ordinate is stage; 7 — projectlle '
the temperature, and the absicssa is the

pressure., Let the inltial gas pressure Po

and temperature TO be the same 1n all cases.

o f Also, let the maximal pressure Pnax be the ' }

Figure 1.18. Active-

same. Curve 1 corresponds to the heavy- reactive projectile:

piston launcher; in this case, the cycle 1 — projectile; 2 —
is characterized by the maximal tempera- charge; 3 — barrel

ture Tl.

Curve 2 cbrresponds to the light-piston launcher; the cycle 1s
characterized by the maximal temperature T2, where T2 > Tl, since

compression takes place with increase of the entropy.

Curve 3 corresponds to the diaphragm-typc launcher. This curve
l1ies above curves 1 and 2, since the gas entropy increasc in thils
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cage ls preater; however, the current

cannot reach p since the ghock wave

"max?
cannot provide as large compresslon
ratlos as the pilston-type launcher.
Therefore, T3 may also be lower than T2

or Tl' At the same time, we recall that

if the shock wave can compress the gas
top = Prax? the temperature TM will be

h h . )
igher than T2 - 7

In the launcher with shock preheat- Figure 1.19. Comparison
ing, the relation characterizing the gglggggiggrgﬁgigso?fdif-
process in the shock unit coincides with ferent types

curve 3. The expansion into the vacuum

(pressure reduction at constant temperature) is described by the seg-
met 5, and the compression by the piston is described by curve 6.

It 1s obvious that T6 will be higher than both T3 and TM'

Now, we can examine the cycle of the launcher with multistage
plston compression. The compression in the first stage corresponds
to curve 1l; the expansion into the vacuum is represented by curve 7;
the new compression by the plston is represented by curve 8. It is
obvious that, if we restrict ourselves to two compression stages,
the compression temperature will be lower thin T6‘ However, the

compression process can be continued — curves 9 and 10; this is
still another stage, etc. Consequently, in principle, this met hod
can be used to obtaln temperatures as high as desired for a given
maximal pressure, but here major difficulties may arise in synchro=-
nizing the system. We must also consider the large thermal losses

in the leakage process.

Of particular interest is the LGL with plastic piston. Gener=-
ally speaking, the plastic-piston LGL is a heavy-piston launcher;

however, because of the importance of this launcher type, 1t 15 better

to esamine 1t separately.




For thils, we must cxamine steady incompressible fluld flow
through a channel of variable sectlon., S8Silnce the game amount of
fluld must pass through cach channel sectlon per unit time, 1t is
obvious that:

Spus == Sypu, == const, (1.16)

where S —- channel sectlon area, u — velocity, p — density (sub-
scripts G relate to the initial section).

From (1.16),

S \
u:uo—s?—, (1.17/

consequently, the jet velocity increases as the section areas ratio.
Take an elongated piston made from a relatively incompressible

plastic material. If we assume that the piston passes through the
convergent part of the barrel without deceleration, its leading edge

velocity must increase in accordance with (1.17).

Exact calculation of the piston motion in the bore can be per-
formed by the methods of hydrodynamics, if we know the viscous proper-
tles of the material from which the piston is made. However, in
practice, 1t is more convenient to intro-
duce into (1.17) an experimentally de- ¢
termined coefficient. ]

Figure 1.20 shows a schematlic rela-
tionship characterrizing the piston lead-
ing edge velocity variation: in segment
I, the velocity is VO; in segment 11, z

- _—.———-—wL ’

the velocity V::Vw%gb; and in segment
Figure 1.20. Motilon of
hydrodynamic piston

III, the velocity v, .=V 52 .
The ablillty of the incompressible plastlc plston to lnecreace

its leading edge velocity when passing through a restruction 1s used

in plston launchers as follcws. The convergling channel 15 profiled
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so that, 1in some gegment, the leading cdge velocliy will follow Lhe

model veloetty in the barrel bore, The gas pressurc on the model
can be malintained constant in thils segment, and therefore the model
veloclty Increases¥,

Launch velocities up to 11,000 m/sec have been achleved by
launchers of this type in the U.S.A. [10].

In calculations of the piston-type launchers, we usually neglect
the influence of piston motion on the model motion. The justifica-
tion for this simplification is associated with the fact that the
piston velocity in these launchers is usually not high. However,
in practice, the piston motion does influence the projectile velocity
and, in the first approximation, .we can consider that the piston
forward wall velocity i1s simply added to the model velocity (i.e.,
1t can be considered a transport velocity); then,

V:Vim-}- 'paf = Vt + :?af,

where V — model velocity; Vt — transport velocity, approximately

equal to the piston wall velocity; ¢af — gasdynamic launch velocity.

In the case of a heavy or light (but not plastic) piston, its
velocity when approaching the forward position is low, and can be
neglected. In the hydrodynamic plastic piston case, this velocity
is about 1000 m/sec, and must be taken into consideration.

Figure 1.21 shows photos of a plastic piston before and after
firing.

§ 1.5. Electrodynamic Launchers

We have examined briefly the gasdynamic launchers, in which
projectlile acceleration was accomplished by an expanding gas.

*
In practice, we use a conical chamber, with taper angle between &
and 10°,
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In the electrodynamle

launchers, projectlle acccl-
eratlon lg accompllshed by
electromagnetic forces. i

The simplest clectro- Lo 4
dynamic launcher is the con- -

.
e

tact accelerator (Flgure !

R \
1.22). In this device, the ,L:, ;;;5 (;‘; é‘:;
current passes along the buses | : “ :
1 through the projectile 2. — T ' '
The magnetic field is formed
either by this same current

~
|3
~ .
= st o pent

Figure 1.21. Hydrodynamic pilstons
before and after firing

or by a secondary current

flowing in a specilal magnetization cir-

cuit. As a result of interaction of the _L

currert with the magnetic field, a pon-

deromotive force arises:

NS
i )

Figure 1.22. Contact

F=IXH, accelerator

where I — current intensity, H — magnetic field intensity.

Two basic difficulties arise in developing contact accelerators:
first, contact burning takes place and, second, a discharge arises
ahead of the body because of plasma "expulsion" from the contact gap
between the body and the buses.

In devices of this type, acceleration of the body takes place
in a special evacuated chamber.

In the induction accelerators, the projectile is accelerated by

the magnetic pressure, which is equal to:

B
p.- -5'1"-.

The simplest induction accelerator configuration 1s shown 1in
Figure 1.23. The accelerator 1s assembled from individual colls,




whlch are actlvated synchronously
wlth the motlon of the nodel, as a
result o whlch a travellng mag-
netlc fleld 1s created.

O

Figure 1.24 shows an induction /
accelerator in which the magnetic
wave 1s created by explosive com- Figure 1.23. Induction ac-
pression of the magnetic field. celerator:
The operating principle of this 1l — coils
accelerator 1s as follows.

’Nﬁfﬁ The electrical current flowing in 2 ;......... ) D-----~--
- the solenoid 1 creates a magnetic sesssscsss ~ \tessasee
S fleld inside the conducting screen 2. ijﬁZvéﬂ;ﬂQ, /?7 ———
A When the explosive is initiated, the
o ’ screen 1s compressed, and the magnetic Figure 1.24. Explosive
1 field intensity increases in the ratio inductlon accelerator:
: So/sc’ where S, — screen area, S, — 1— sgii?gig;sgr;;hcon'
.o compression area*, As a result of the
. compression, very high magnetic pressure acts on the body and accel-
erates it.
Generally speaking, the magnetic field can be ldeally likened
to a light gas (in which the sreed of sound is equal to the speed of
’ light). This analogy makes it possible to create a whole series of /37
= conflgurations, in which the magnetic field-is compressed, and then
. the compressed field acts on the body to impart a high velocity to
the latter.
i It remains to examine the combineG‘Systems in which both the
gasdynamic and electrodynamic acceleraéion methods are used.
de
. *In the case of rapid compression of the conducting screen, the mag-
‘e netic fleld 1s not ablc to penetrate the screen, and therefore the

relation HS = const 1s satisfied.




The simplest comblined sccelerator configuratlon 1s shown in
Figure 1.25. In this launcher, the light gas, heated to high tem=-
perature as a result of compression or by an electrical dilscharge,

enters the accelerating barrel. 1In the

barrel, the crossed electromagnetic BEEY
field acts on the gas (which is ther- A
mally ionized, and is therfore a con- "
ductor..of electricity), and creates the Fajrd
accelerating force: -—”’——“’]
F= ]XHo 7_ : z
where j — current density, H — mag- Figure 1.25. Combined-

netic field intensity. The accelerated type launcher

gas, in turn, accelerates the body,
since the pressure.on the body increases because of the ponderomotive
force e

The launcher tested in the U.S.A., in which several dischargers
installed along the barrel preheat the gas behind the traveling model,
is also a combined-type launcher [3].

There are launchers in which the body 1s first accelerated by
an electropulsed device, and 1s then accelerated by the contact
method.

Generally speaking, two-staged nature of the acceleration pro- /38
cess 1s the characteristic feature of the combined-type accelerators,
since it 1s not desirable in principle to accelevate a statilonary
body by the conventional gasdynamic method and then use electromag-
netic forces for further acceleration.

To complete the survey of the high-velocity launchers, we must
dwell briefly on still another launcher type, which can be termed
the jet launcher.

I:1 all the launchers examined above (except for the 1nduction
accelerator) the body belng accelerated travels in a barrel or
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along ralls. However, the body can also be accelerated by placiling
it 1n a high-veloclty gas atream,

Two Jet accelcration methods are basically used.

Explosive method. A small sphere, welghing from a few milli-

grams up to one gram, is accelerated by a gas flow arlsing as a re-
sult of detonation of a shaped cylindrical explosive charge [17].

The drawbacks of this method are: a) difficulty of its use under
laboratory conditions — the explosive weight must exceed the projec-
tile weight by at least 10,000 to 30,000 times; b) reduction of the
actual projectile dimension as a result of burning in the jet {abla-
tion); c) difficulties in separating the body from the jet stream.

Microparticle launch velocities up to 20 km/sec and higher have
been achieved using the explosive method.

Plasma jet method. A gas heated by an electrical discharge

issues through a nozzle, and entrains the microparticles with 1it.
This method makes it possible to accel- g

erate very small particles to speeds of \l
10 km/sec or higher and, in contrast

s o l
with the explosive method, can be used Lj-/[—f AL |

under laboratory conditions; however, C 2 } E( ;

the drawbacks associated with burning

of the body and the difficulties in Figure 1.26. Jet
launcher:
separating the body from the jet remailn
(Figure 1.26). 1 — chamber; 2 —— nozzle;
3 — foil on which the
Table 1.2 characterizes the capa- particles being launched /3
bilities of the high-velocity launch are placed; X velocity

pickups; 5 — target
methods.

Practically all the high-velocity launcher schemes described
above have been tried out experimentally. Extensive experimental
studies have shown that the most promising launchers are: 1in the
launch velocity range 2800 - 4000 m/sec, the launchers with heavy
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TABLE 1.2. CHARACTERISTICS OF HIGH-VELOCITY LAUNCHERS

|

L,aunch method

Veloclty, m/sec

Body welght,

kg

1. . Conventional cannon or rifle 800 1,000 0.01 1,000
[w/q < 0.5%)]

2. | Special cannons and antitank 2,000 - 2,200%*! 0.001 - 10
guns with light projectile
and large charge

3. | Single-stage gasdynamic
launchers:
a) using OHHM 3,000 - 4,000 0.001 - 0.1
b) electropulsed 5,000 (5,000 0.0001 0.001

4, | Light-gas launchers with heavy 2,500 4,000 0.001 2
piston and low compression
ratio

5. | Light-gas launchers with light 6,000 - 8,000 0.001 0.5

t piston

6. Light-gas launchers with plas- 8,000 11,000 | 0.001 - 0.5
tic piston

7.  Combined launchers with pre- 10,000 12,000 0.001 0.01
heating of the gas by an
electrical discharge

8. | Combined launchers with elec- 12,000 15,000 |0.0001 0.01
tromagnetic acceleration

9. | Jet launchers 20,000 - 60,000 | 1077 - 1072

*
q — projectile weight; w — charge weight.

**When firing into an evacuated space or with
the velocity achievable is about 2800 m/sec.

the barrel evacuated,

piston and low compression ratioj; and in the launch velocity range
4000 - 8000 m/sec, the launches with plastic piston and high com=-
pression ratio.
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§ 1.6. Characteristlics of Some Hlgh-Veloclty Launchers and

Features Ascoclated wlth Their Ficld of Application

Conflgurations of various launchers were described above.
we can turn to specific data on certain typical launchers, and we can
also examine the magnitudes of the overall correction coefficient ¢,
determined by comparing the experimental data with the results of
calculation using the approximate engineering method presented in

Chapter II.

Table 1.3 presents the parameters of five U.S.A. launchers, with
calibers from 5.6 to 63.5 mm, used to launch bolies weighing from

0.10 to 230 grams, with velocities of 6 - 8 km/sec¥,

In principle, all the launchers listed in the table can be used
for both aerodynamic studles and high-velocity impact investigations.
However, some general remarks should be made.

a) In interior ballistics, it is customary to characterize the
relative projectile weight by the coefficient Cq, equal to the ratio

of the projectile weight to the barrel diameter cubed:

=3
Ci=—5.

Figure 1.27 shows a curve of
launch velocity versus Cq, obtained by

correlating a large number of Soviet
and foreign experiments.

As a rule, high-velocity collision
studies are made using compact metal
elements enclosed in sabots made from
a light material. Considering that the

*
The maximal velocity was obtalned on t°
11.2 km/sec for a projectile welghing 0.04 ¢ (polycthylene pellet

with Cq = 0.22).

4o

i

V,m/sec

N
o

N
-

\

..?§x~~.

Figure 1.27.
velocity as function of
the coefflicient Cq

NACA launcher, and was

Projectile
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element specific welght varies in the range from 2.7 to 18, 1t 1o
easy to understand the difficulties whlich arlse 1in attempting to
construct a projectlle with small Cq.

With barrel caliber 8 - 12 mm, it is usually not possible to
obtain a value of Cq less than 1.5 - 2, and this limits the realis-

tically achievable launch velocity to about 6000 - 7000 m/sec.

As the caliber is increased, it becomes easier to construct a
strong sabot; however, even with a caliber of about 85 mm, it is
difficult to ensure Cq <1-1.5, which in turn limits the realis-

tically achilevable launch velocity to about 8 km/sec.

In aeroballistic studies, two limiting regions immediately
appear:

First, study of the aerodynamic characteristics of models of
flight vehicles (airplanes, rockets, spacecraft, and so on). Such
models may be fabricated from light weight materials with cavities
for reducing the weight. The model dimensions are usually such that
launchers of relatively large caliber (50 mm and more) can be used
to launch the models. Therefore, a projectile with Cq v 0.8 - 1 can
be constructed for such a study.

™~
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Second, study of the flow around bodies of simple form (cone,
cylinder, sphere, etc.). In this case, the model is fired without a
sabot, and is made of plastic. In such experiments, a realistically
achievable value is Cq n 0.2 = 0.6, and the corresponding launch

velocities are 11,000 - 10,000 km/sec.

b) Depending on where the launcher 1s located, it 1s somctimes
necessary to resolve the question of what energy source to use and
what light gas to use.

Iy




In the light-gas launchers, use 1s made of: 1) powder chargc;
2) OHIIMy; 3) powder charge with the addition of a llght pas to the
chamber; U4) compressed gas (alr).

It is most convenient to work with the powder charge, and 1t 1s
preferred in all cases when permitted by the explosive material
working rules.

The OHHM is used only when working with a light piston. Exten-
sive experience has been accumulated in its use in operatlng shock

tubes [38, 391].

As for the choice of the light gas, here again the safety engi-
neering rules are of primary importance. When working in the open
alr, it is advisable in all cases to use hydrogen, which 1s less
expensive than helium, and provides somewhat higher projectile velo-
city (on the average, 10% higher).

In enclosed areas, working with hydrogen requires the use of
specialized explosion-proof equipment, the availability of gas
analyzers, and strict precautionary measures. All this 1s particu-
larly important when working with large launchers, where the amount
of hydrogen per shot exceeds 100 - 200 g¥.

In all cases, when operating in an enclosed area, it 1s best
to conduct the first experiments on a new facility using helium,
and only after the servicing personnel are familiar with the launcher
should the changeover to hydrogen be made.

¢c) Usually, bodies accelerated by the light-gas launchers are
fired into an evacuated space (vacuum range) (Figure 1.28).

The vacuum range objective is entlirely different in the case of

an aerodynamic experiment and when studying colllsiorn processes.

*
The explosion hazard limits for a mixturc of hydrogen and alr are:
lower, 1%; upper, 5% (by volume).
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In the first case, the facility 1s Intended for détormining the
aerodynamic characteristics of the model, and the vacuum range plays
the primary role. The dimensiong of the vacuum range may reach a
length of 300 meters or more.
The gas pressure in the range
corresponds to the altitude at
which it 1s necessary to deter-
mine the model characteristics.
More detailed data on the ranges
and the equipment for measuring

the aerodynamic characteristics
are presented in Chapters IITI
and V. Figure 1.28. LGL with vacuum
range

In the case when the launcher
15 used to study high-velocity impact, the range 1s of secondary im-
portance, since 1t is necessary only in order to maintain, to the
extent possible, the projectile velocity up to the instant of its
encounter with the barrier. In this case, the range dimensions will
be minimal, and are determined basically by the capabilities of the
instrumentation, whose operation usually requires cutoff of the
bases, and also by the distance at which sabot separation takes place,
if one 1is used.

The impact experiment ranges are usually divided into three
parts: 1) dump tank — a cylindrical vessel where most of the gas
is trapped; 2) tube for measuring the body velocity with windows
for the instrumentation; 3) space in which the target 1s located.
In certain cases, if the article (target) being studied has large
dimensions, an exit window is made in the end of the tube; this
window is covered over by a film, and the article 1s located 1n the
atmosphere in the immediate vicinity of the end of the range.

The necessity for use of the vacuum range and its dimensions

are determined by the launcher caliber. Thus, for large-callber
launchers with projectiles welghing 30 - 100 grams, it 1Is usually

4y
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sufficient to evacuate only the launcher barrel, coverlng the muzzle
with a film. In this case, the veloclty loss over the 5 - 10 meter
distance, which the projectile flies prior to encountering the tar-
get, 18 of the order of hundreds of meters per second, and use of

the evacuated range can be avolded.

Conversely, for launchers used to project bodles weighing about
one gram, an evacuated range is absolutely necessary.

b,
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CHAPTER 1II

FUNDAMENTALS OF LIGHT-GAS LAUNCHER DESIGN

§ 2.1, Preliminary Remarks

We mentioned previously that light-gas launcher design 1s a
problem of interior ballistics. However, the high velocity launchers
have particular features which prevent the use of the well-developed
classical ballistics method in their analysis.

The primary difference between the high-velocity light-gas
launchers and the classical artillery systems is the fact that large
launch gas charges are used in the light-gas launchers in order to
obtain high velocities, and the ratio of gas charge weight to pro-
jectile weight exceeds unity considerably. In this case, wave ef-
fects, which are not considered at all in classical ballistics,
arise in the barrel bore. We recall that, in the conventional artil-
tilery systems, this ratio usually does not exceed 0.1 - 0.3, and

the wave effects in the system can be ignored.

The need for light-gas launcher design methods led to rapid
development of gasdynamic balllstlcs, 1l.e., the branch of interior
ballistics in which gasdynamic methods are used.
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The pasdynamic methods were flrst used 1n balllstics by La-
grange 1n 1793, From that time, the problem of firing from an artll-
lery pilece under the assumpllon of Instantancous powder ccmbustlon

has been termed the Lagrange probhlem.

Figure 2.1 shows a cylindrical tube
with a projectile, and also the x, t
coordinate plane. At the initial time,
the projectile 1s located at the dis-
tance Lc from the breech. The gas pres-
sure in this space 1s constant, and the
space ahead of the body is evacuated.

Assume that projectile movement begins Figure 2.1. Wave sys-

at t = 0. At this instant, a rarefac- tem in the Lagrange
problem

tion wave begins to propagate from the
base of the projectile through the gas,
and at the time tI, this wave reaches the breech and is reflected

therefrom. In region 0, the gas is stationary. In region I, the gas /U5
travels as if there were no breechblock — this is the simple-wave

region in which the gasdynamic equations have a simple solution.

Complex, unsteady motion of the gas takes place in regions 1I, III,

and so on.

The gas pressure and veloclty vary continuously along the space
behind the projectile at each instant of time, and on the lines
separating one zone from another there is a break of the pressure or
velocity curve (discontinuity of the first derivatives, for example,

op/dx, etc.).

The highest pressure will always be at the breech, then it will
decay monotonically to the base of the projectile. The gas velocity
at the breech u = 0, and the gas veloclty at the base of the projec-
tile 1s always equal to the projectile velocity.

The existence of pressure and veloclty variations both in time
and along the x coordinate indicates that these guantities are func-
tions of the two variables x and t, and the equations describling
them are partial differentlal equations.
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The solution of the Lapgrange problem in the entlire motilon
reglon 1s accomplished by numerical methods, and obtalning this solu-
tica has great theoretical and practical importance. Speelfleally,
the techniques for optlmal parameter sclectlon and light-gas launcher
analysis are constructed on the basis of this solutlon.

In fact, firing from single-stage launchers 1s completely de-
scribed by the Lagrange problem solution for a cylindrical or
"hbottle-shaped" (tapered) chamber (depending on the light-gas

pF EGRR R gls e s TR e T

launcher tube form).

Firing from multistage launchers is also described by the same
solution, if we assume that initilally (with the projectile station-
ary), the light gas is compressed and heated to the parameters Pmax

and Tmax’ and then firing takes place (with the plston stationary).

Now we can formulate briefly the fundamental difference between
high-velocity launcher interior ballistics and classical interior
ballistics.

In classical interior ballistics, it is assumed that the gas
density 1s a function only of time, and is constant along the space
behind the projectile. Therefore, the interior ballistics equations
are ordinary differential equations. The solutions obtained on tha
basis of these equations cannot, in principle, take into account the
wave processes which take place during firing. The classical ballis-
tics methods are applicable when the projectile velocity 1s con-
siderably less than the sound speed in the launch gas and with long
barrel length, since in this case the rarefaction waves can equalize

the gas parameters in the space behind the projectile. :

N
-
e))

ﬁi; In gasdynamic balllctics, we take 1Into account gas parameter

dependence on time and posltion 1n spacej therefore, partial differ- %
ential equations are used. The gasdynamlc methods must be used {
when the projectile veloclty exceeds the averape sound speed 1n

the launch gas.
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In the following, we shall pregent gasdynamle launch theory,
and ocur primary attention will he devoted Lo golutlon of the Lapgrangoe
problem in ¢ifferent varlants (for cylindrlecal or tapered chambher,
with backpressurc, and so on), and also to solutlon of ques tlong
relating directly to balllstle launchers.

The general questions of unsteady gas motlon arce not examilned
here, since they are sufficlently well illuminated in the lilterature
(see, for example, [5, 25, 33, 391).

§ 2.2. Equation of Gas Motion and Methods
of Their Solution

Examining gas motion in a gasdynamic launcher, we must use the
equations of axisymmetric gas flow#*, which are known to have the form:

equations of motion:
du du ] { du
7‘._*_“.&.4.,, ._.:p‘_..p. Lot o; +or2+ - o:-)

(2.1)
du dv v F t dp 0% , 0%
a ‘e tegy=F —vat (0:2+0r2+r2 (2.2)
continuity equation
4‘“ *” (o:*‘w)*"‘""’ (2.3)
or:
fdp_ du v v
TETTEm T T (2.4)
In these equations: u -— velocity component along the X axls /47
(along the channel); v — velocity component along the r axis (along
the radius);Fx and Fr — force components along the corresponding
axes; v — kilnematic viscosity.

*

It is obvious that conditions in the light-gas launcher do not lead
to rotational motion of the gas, and therefore only the velocilty
components along the channel radius and length will be nonzero.

9

e —— e i . . .



To thesc equatlons, we must add the enerpy cequatlon, which, 1n
the general case, hag the form:

dQ == dE + pdV,

where W = 1/p — specific volume, and the equation of state, which,
in the general case, may be wrltten in the form:

¥ (p, p, T)=0.
In addition, the relation must be known:
E=E(Po b T)’

where E — gas internal energy. These functions must be given in
explicit form.

The solution of interior ballistics problems using this system
of equations requires a tremendous volume of calculations.

The system of equations presented above can be simplified
somewhat.

First, the entire vast gasdynamics experience shows that the
gas viscosity influences the gas flow only in a very thin boundary
layer, where the gas 1s close to the walls. Study of gas motion in
the boundary layer is best made using special methods (the flow in
the boundary layer influences basically processes such as heat
transfer, for 2xample). Therefore, in order to simplify the problem
formulation, it is advisable to examine the motion of an inviscid
gas, i.e., take v = 0.

Second, it is found that the gas dissoclation and ionization
processes can be taken into account approximately by selecting an
effective value of the exponent k, and therefore the energy equation
can be written in the form [5]:

d
T (2.5)




colncildlng with the encergy equation for an ldecl gas¥,

In thils formula, Q characterizes the heat addition to the gas.
The functlion Q = Q(x, r, t) 1is specified in advance (combustlon,
electrical discharge), or 1s obtained from additional conditions -—
for example, when Q conslders heat transfer.

In the adiabatic flow case,
0=0.

Unfortunately, these two simplifications still require solution
of a system of partial differential equations depending on three un-
known variables x, t, r, which involves extremely complicated
calculations.

Essential for further simplification of the basic system of
equations is the fact that the motion in ballistic launchers takes
place in a channel of cylindri:al form, but with one or more transi-
fions from one diameter to another; however, the primary motion is
that in a channel of constant diameter.

Consequently, it is best to convert to a system of equations
in which there are only two variables — 1linear covordinate x and
time t; 1n the first approximation, we can neglect the variation of
the quantities along the tube radius.

In this case, the equations of motion, continuity, and energy
will have the form:

oun du _ t op
ot ==

p dz°* (2
dp & du dIns
o o gy Fm =0, (2.7)
dp on dinSy_ dQ
ar (5 i) == 1) 42, (2.8)

where S(x) — variable channel area.

*
In this case, r 1s the polytropic exponent for the considered gas.
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In order to clarify what asgumptlons arc used 1n thilis system,
we need only compare these equations with the equatlons for axlsym-
metric motlon (v = 0 In both systems, and there are no external
forces: F = 0).

The equation of motion (2.6) is obtained from (2.1) and (2.2),
if we assume that:

V<. (2.9)

The continuity equation (2.7) is obtained from (2.3), when the
conditon (2.9) is satisfied and the quantity:

2.0
o (2.10)
and, in addition,
A ‘dIn S
e —',»;+—!;')~P Tdz (2.11)

Condition (2.10) follows directly from Condition (2.9) and Equation
(2.2), since in this equation, the left side and the term in paren-
theses are equal to zero.

Therefore, /49

and since p v p,

Now let us turn to Condition (2.11). For the tubhe of variable
cross section:
S (z) = rr?(z)

and

din$
dr

= 85
— 8§ dz T

_c_i_r
dz

w!M

consequently,

dv_ v 2 dr
ar r r dr’®
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(v

where

L
.a.;‘.tgo

(8§ 1s the taper angle of the variable-section tube segment ).

Assuming that:

dv ~ v
or r?
we find that:
20 2u ~
T
hence,
vautgl. (2.12)

Condition (2.12) shows that for (2.9) to be satisfied, it 1s
necessary that the slope of the variable section region be small.

Calculations show that the taper angle should not exceed 10 -
15°, if velocity determination accuracy of the order of 1 - 2% is
required.

However, use of the one-dimensional unsteady motion equations
in the light-gas launcher case 1s possible, even with considerably
larger taper angles. The reason 1s that the variable-section seg-
ments occupy only very small zones (a few percent, as a rule) in the
flow region; therefore, even a large error in the calculations for
these segments (10 - 20%) leads to comparatively small error in
the final results.

We note that in some launchers, the transition from the light-
gas chamber to the barrel is very abrupt, sometimes even a step.
In this case, we must formally use (2.1 - 2.4). However it wlll be
shown later that this form of transition 1is not sultable®.

*

Moreover, in thils reglon, there arises a stagnant zone, creating
a "1llquid cone", which smooths the transitlon from one diameter to
another.




Thus, 1n the followlng, we shall use the system of equations
(2.6 - 2.8), describing one-dimensional unsteady ldeal gas flow; bul
even in thils form the gasdynamic equations are lncomparably more
complex than the classical interior ballistics equations. These
equations must be solved with the corresy.idlng initial and boundary

conditions.

Specifically, at the stationary wall:
n==0,
At the piston, u = Vp (Vp — piston velocity), and the equation of

piston motion can be written in the form:

o 4V )
p—L = S(p, - p
it A r’?

where S — section area; and Py and p, are the pressures to the left

and right of the piston.

It is usually more convenient to introduce, in place of the
sought functions u, p, p, the functions u, a, ¢, where a — sound
speed in the gas, and ¢ — entropy function.

In this case, the equation takes the form:

du 0u , 2a 0da __  ad dlnd®
-dT+u77;+rz—~i 9z x(x—1) dz °

da 0a ,x—1 (ou dins adn®
ettt )=y " (2.13)
20
x(»1) | —
Q-.:—.Qoe [‘..

Now, we can turn to a brief overview of the methods for solving

these equations.

1) Exact analytic solution. The exact analytic solution of

the equations of one-dimensional motion can be obtalned for the

simple-wave case, 1l.e., for the case in which one family of chars

acteristics is rectilinear [5)]. 1In the Lagrange problem, this
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sltuation 1s realilzed 1n region i (Ifigurc 2.1), when the pac 1g ldeal
and the tube 1s cylindrical with conctant scctlon,

In this case, (2.13) takes the form: /5H1
du du 2a
ot .u—;;_*-:--i d: 0
'l—‘ (’“ O,

'5:'*' oz+ 7 oz

® = @, = const,
the body velocity in the simple-wave region:
R T T |
the body coordinate

i 2(11) !
X=L+2a° {t+ma0[ :;la- Spot+1/+]}. 1

c *—1 pob i
In these formulas, ag; — initial sound speed; m — body mass; Pg — E
initial pressure; S — tube area. i

It is not difficult to reduce the formulas for the body velocity |
and coordinate to dimensionless form, introducing dimensionless time: :
S
I

and launch gas mass:

:.‘.POSL '_""" l/

After elementary transformations, we find:

%:? 13‘1[1 . (1. '“II o+ 1) (:-x)l(m)]'

‘f"’—‘f:i-{-;é—i {-.+ {%[1 ‘._(‘;‘:’ It 4 1)”"*"]}.

(2.14)

(2.15)

This solutlon 1s valid only up to the polnt x4 (Fipure 2.1),
for which:

(2.1¢6)
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We once apaln emphaglize that thic solutlon 1s appllcable for a
cylindrical tube only In the casce when there 15 no heat Input,
l.e., when Q = 0.

We sece from these formulas that the problem solutlon 1n the
simple-wave case depends only on the parameters I and k. It will be
shown later that this 1s characteristic also for the complete solu-
tion of the Lagrange problem in the cylindrical tube case for Q = 0
and S = const (in the entire motion region).

Tables 2.1 - 2.3 present some results of calculations made
using these formulas.

We should note one characteristic feature. In the limit as
I + «, the simple~wave solutlon is valid for the entire tube, and
it follows from (2.14) that, in this case,
2

Vigm Si=1%

For k = 1.4, Vlim = Sao, i.e., a very light projectile can be accel-

erated to a velocity exceeding the sound speed by 2/(x - 1) times.

Classical ballistics yields for the case the limiting velocity
\n =1, k = 1.4):

6 .
Vlim = au]/-;-(—;—:—i—)—=3.2500,

which follows directly from (1.2) for b, = 1/3.

There 1s still another property of the simple wave which 1s im-
portant for the further analysis. 1In the zone of motion, there iz
(Figure 2.1) with the coordlnate

z; 2r |
z‘:t-ﬂé-:' i -}—‘;‘1—1‘ il

some section xl

at which the gas velocity 1s equal to the sound speced 1In the course
of the entire time until the wave reflected rom Lthe wall reasches

this section:
ur=a;.

/b2




LAGRANGE PROBLEM SOLUTION IN THE
SIMPLE-WAVE CASE

—_—

*
TABLE 2.1
%= 1,22
mm =05 2, = 2,455 mm=1; 2, = 2,90084% m/m=2,; t = 3,819
. .
21 A4 21 4 2-1 1 4

t | 0,5 0,33 0,31 0,56 0,52 0,88

2 0,63 0,56 1,05 0,88 1,62 1,28

3 1,29 0,74 2,06 {,11 3,04 1,52
' 4 2,09 0,88 3,26 1,28 4,67 1,71

5 3,04 1,00 4,62 1,42 4,45 1,86
"6 4,12 1,11 6,08 1,52 8,38 1,98

7 5,27 1,20 7,68 1,63 10,45 2,07

8 6,51 1,28 9,35 1,71 12,356 2,16
10 9,26 1,42 12,92 1,86 17,04 2,31
12 12,17 1,52 16,77 1,98 21,8 2,42
14 14,36 i,63 20,91 2,01

16 18,70 1,1

mmz==4, 7, =356 m/m==8; 1, =928 m/m=12; 1, ==12,9181
. _— —— -
21 14 21 v £-1 4

i 0,81 1,3R {,16 1,74 1,39 1,98

2 2,38 1,7t 3,13 2,16 3,83 2,42

3 4,19 1,908 5,45 2,42 6,19 2,67
4 6,28 2,16 7,90 2,60 8,95 2,84

) 8,02 2.3 10,64 2,74 1,14 2,98

6 10,% 2,42 13,42 2.8 14,92 3,08

7 13,34 2,52 16,3 2,94 13,06 3,18

8 15,91 2,60 19,32 3,02 21,28 3,24
0|2t 2,74

Translator's note. Commas 1In numbers

reprecent decimal pointao.
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Therefore the characterlistic of the second famlly 1s directed vertl-
cally at thils scction,

Actually, at this section,

dz;
oar ==up- ar=z0,

At this section:

2
T

and, consequently, the pressure and density at this section:

P I'u(', i,)z, )

(2 \ZO-1)
- [‘u (‘1 +~1) .

The dependence of pI/p0 on k for this section is characterized by the
data presented in Table 2.4.

TABLE 2.4

It 1s obvious that the pressure at this sec=-
tion will decrease after arrival of the reflected
wave. Consequently, even at a small distance Pilpo| 0,2410,27] 0,32
from the point of projectile motion initiation,
the pressure becomes lower by several times than
the initial pressure in the chamber.

v 1,670 1,4 |1,

Since section I is stationary and the gas density, pressure,
and veloclty at thils section are constant, the gas flowrate through
this section is also constant. In this sense, this section is
analogous to the nozzle throat in stationary flow. However, all
this 1s valid only until the reflected wave reaches section 1.

One 1mportant consequence follows from this analysis. 1n pruac-
tice, the quantity II in the llght-gas launchers lies 1n the range
2 - 10, and consequently the value of % is approximatcely cqual to

(0.1 - 0.5) LC. In other words, when the projectile has traveled

N

\
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along the barrcl only a fraction of the Inltlal chamber lenpth, the
pressure on 1ts basce decreases by a factor of 3 - W, Thils permits

maklng the launcher barrcls conglderably legs gtrong than the foroe-
chambers. We shall examlne this situation in morc detall later.

2) Numerical solutions [7, 46, 47]. The solution of an equa-
tlon 1n partial derivatives of two independent variables is a surfacc
in three-dimensional space (Figure 2.2). The solution of a system of
such equatlons 1s several surfaces in the same space. In the case
of the hyperbolic equations which describe
one-dimensional unsteady gas motion, for

solution of the problem, it is necessary
to construct the solution (i.e., the sur-
face) which satisfies the initial condi-
tions (passes through the given curve)

and the boundary conditions.

It i1s easiest to represent the numeri-

Flgure 2.2. Geometric

interpretation of par-

follows. tial differential
equation solution

cal solution construction process as

The curve 1 is specified by the initial
conditions. With the aid of the differential equation, we find the
derivatives of the sought function along the axes x and t: 93z/3x and
9z/9t. Since these derivatives are the slopes of the tangent plane
to the sought surface, it is now easy to ccnstruct the tangent plane
elements, and convert from line 1 to line 2. Then we determine the
slopes at the points of line 2, and so on. As the result, the sought
surface 1s constructed from the tangent plane elements, and a grid
(Figure 2.3) appears on the x, t plane.

Generally speaking, the more dense the grid, the more exactly
the sought integral surface will be represented. However, this 1s
not always so. In certalin cases, the solution begins to "oscillate",
and this "oscillation" may not decrease with resuactlon of the step

slze. An example of "oscillation' is shown 1in Flgurc 2.4a. We soo
from the figure that the veloclty changes sharply from polnt to
60
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polnt, and the amplltude ol thesc changes

increcascs. The gscheme 1g ungtable,

In certaln cases, another difficulty

arlses — the numerical solutlon beglns

to deviate markedly from the truc solu-
tion.
mulas for determining the derivatives

This usually occurs when the for=-

{x<
,‘<:>>‘>: e

e
-
approximate the equation poorly (Figure T

2.4b).
the computational scheme (or initial con=-
ditions) are selected S0 that
the slight change of the ini-
tial conditions leads to

marked change of the solution
(Figure 2.4c).
we speak of an incorrect scheme.

Figure 2.3. Construc-
tion of numerical
solution

In certain cases, 1t may be that

In these cases,

More detalled data on the

Figure 2.4, Forms of possible

numerical solutions and correct errors: 1 — true solutilon;
problem formulation can be 2 — numerical solution
found in the specialized litera-
ture [46 - 48]. L4
.- 000.0’-°
a) Grid method. In solv- . . e o o .

ing the problem by the grid a b c
method, we select some grid —
for example, a cross — in the Figure 2.5. Grid types
plane of the sought variables

x and t (Figure 2.5¢c).

Then, we write formulas which approximate with definlite depree
of accuracy the sought functions and thelr derivatives at the grid

nodes, program the formulas, and make thc calculation.

The primary advantage of the grid method ls complete formallou=

tion of the calculation. The grid 1s independent of the pasdynamle

e e b el e
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naturc of the problem. As a result, the computatlonal propgram 1s

comparatively slmple.

But thils advantage of the grid method 1lg also 1Ls weakness:
problems with shock waves, contact discontinuilties, centercd rare-
factlon waves, and so on, are difficult to compute using this method,
since the grid is not designed to follow the subtleties of the gas-
dynamic solution.

In these cases, we must complicate the scheme by deforming the
grid, introducing artificial viscosity, and so on, which complicates
the calculation and reduces the accuracy [46].

b) Method of characteristics [25, 48]. 1In the method of char-
acteristics, we use for the numerical computation a speclal charac-
teristic grid, formed by the intersection of two families of char-

acteristics.

The intimate connection between the characteristic grid and the
physical interpretation of the equations leads to a situation in
which the method of characteristics permits following very precisely
all the motion phenomena — representing those subtleties which are
"smeared out" in the other methods.

The drawback of the method of characteristics is the complexity
of the computational program, since it 1s necessary to consider all
the specific features of the problem — appearance of shock waves,
contact discontinuitlies, and so on.

A whole seriles of standard programs has now been developed for
electronic computers of various types. These programs permit com-
plete solution of any problem associated with gasdynamlc launcher
calculations, for which we need only formulate the general master

program, which includes the standard program as component element:,

The master program compilation detalls are presented in spe-

clallzed studles (see, for example, [7]).

S
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We note that usce of thege proprams requlres o hipghly quolifilcd
programmer and quite larpe volume of computational work. Because of
the hilgh cost and long time involved In Lhe exact gasdynamlce calcu-
lation, at the present stapge of development such a calculatlon should
be considered a reference, verification calculation which ls performed
when "feeling out" the launcher capabllitles and prcliminary sclcec-
tion of the variants have already been completed.

How shonld this preliminary selection be made? We can find two
approach-

1. We can start with the simpler classical interior ballistics
equations, introducing into them certain changes and refinements
which may be taken from analysis of the gasdynamic calculation data.

The drawback of this approach is the necessity for using numeri-
cal calculations, which are naturally considerably less tedious than
the solution of the gasdynamic equations, but still require several
days of computer time.

2. We can take as the basis of the calculation, the exact solu-
tion of the gasdynamic equations, and take the remaining factors into
account by a series of coefficients.

The coefficients themselves must be determined from several com-
parisons of the exact complete particular problem solution with the
selected solution.

In the following, we shall develop this second approach. The
launch velocity from the gasdynamic ballistic launcher can be repre-
sented in the form [see (1.6)]:

V=Vl + ‘Px‘?a%aof (n’ Xy .t). ( PN 17 )
In this equation, a — 1initial sound specd in the light launch pas,
FQ 1) complete numerical solution of the Lagrange problem for
an ldeal gas and tube of conctiant secctions X — relative piston
coordinatc.
673
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This solution was obialned in 1960. Detalled data for this
solution are prescnted in Flgures 2.7 - 2.9,

The cocfflclents ¢1 take 1nto account the chamber shape, gas

real propertles, {hermal and frictlon losses, individual launcher

characteristics (for ecxample, plston dlsplacement, and so on).
Data on these coefficlents will be presented later.

In concluding this section, we should make some remarks on the
complexity of the computatioral operations using electronic computers.

Numerical solution of complex problems on electronic computers
1s now termed mathematical experimentation. This term reflects quilte
accurately the essence of the matter. Actually, the investigator
must Cirst formulate the mathematical solution scheme (algorithm),
program this algorithm for calculation on the specific computer, and

then debug the program.

In the debugging process, it is necessary to identify and

eliminate:

a) technical errors made in the programming process;
b) possible systematic errors which lead to oscillation of the

solution, etc;
¢) possible fundamental errors which lead to obtaining a smooth

but erroneous result.

Therefore, the investigator must continually seek technlques
for monitoring the solution by some method which is not assoclated
with the solution algorithm used in the program, and must analyze

the results durling the computatlon process.

In this connection, two snecialists usually participate in the
program solutlon: a gasdynamiclst, and a mathematician.

|\
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§ 2.3. Numerilcal Soclutlon of the lagrange Problem

for Varloug Cages

Figure 2.6 shows the general scheme of single-stage and two-

stage launchers.

The simplest computational varlant is the calculation of the
motion in the single-stage launcher in which the chamber section is

equal to the barrel section:
8§ =s.

This problem is termed the La-
grange problem for a cylindrical

tube.

More complex is the variant
of the solution of the same prob-

lem when:

S%S.

This is the Lagrange problem for
a tube of variable section.

2
j
1 =
0 o' O # 5

Y S
SN E— £
Ryt Ly a”:‘

a

I A

I “ L 1 o
L_ L—- Lc :~~—u~--- L ba"—"

b

Figure 2.6. Ballistic launch-
ers: a) single-stage; b)
two-stage

It is obvious that we must resort to the solution of this same
problem if we assume that the piston which compresses the light gas
initially occuples its extreme position (L in Figure 2.6) with the

projectile stationary, and then (with the piston stationary) firing

takes place.

a) Numerical solution for cylindrical tube. We have mentioned

previously that the solution of the Lagrange problem is of funda-
mental importance in gasdynamic launching theory, since it makes 1t
possible to clarify all the physical laws governing one-dimensional

unsteady gas motion.
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In the cylindrical tube case, the solutlon of the Lagrange prob=-
lem depends on the adiabatlc exponent k, and on the ratlo of projec=
tlle mass m to gas mass my . The complete numerical solution of thils

problem for three values of k = 1.4, 1.22, and 1.67 in the range
ml/m = 1 - 10, was obtained in 1960, and published in [8]. The solu-

tion was made using the method of characteristics.

Considering the fact that thls solution is complete, and tables
have been compiled for it, it 1s desirable to use it as the basis for
ballistic launcher analysis. Therefore, it should be examined 1in
considerable detail.

Figures 2.7 - 2.9 show the dimensionless body velocity V as a fune-

tion of the dimensionless coordinate X for various values of «k and
1= ml/m.

We see from the figures that the velocity variation becomes
slight, even for X ~ 18 - 20.

m, m, m
m_ 4 m m
* x =122 m: ¢ \-30 m\-zg
| IS
L;LP SRR o o
- H et st .
e
s L e -
3 i ;‘:-f:"u"-":":: " 495 TN SO
A AT T et Ty _lm _ m
A'/,C;(_:f;:-u-f 4okt ':,.3',”.‘;
WA AT 1] m VT
/ ;._.._ i o - L1
] L] my T
21 S Eas =2 {71 1,74
WAL + -
di =T =487
Vj - m 4 A
s —-
, -~ ;7’1=0.435—4p .
1 C
4+ -
I ! .

0 2 4 6 & I 12 14 I6 18 20 2 2% 2628 0 32 M % ¢t

Figure 2.7. Solution of the Lagrange problem
for cylindrical tube

Figure 2.10 shows the results of calculation of the gas velo-
city and sound velocity distribution along the chamber at various
moments of time. We see that the veloclty distribution 1s nearly
iinear, l.e., in the cylindrical tube case, the assumption of
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Interior balllstles on

linear velocity distribu~-
tion agrees comparatlvely
well with reality.
ever, the pressure varies

How=-

markedly along the chamber
(in contrast with the as-
sumptions of classical bal-
listics).

The weak variation
of the sound speed along

Figure 2.8.
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Solution of the Lagrange

problem for cylindrical tube
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Figure 2.11 shows the depend-

ence on x of the coefficient ¥,
characterizing the ratio of the
projectile base pressure to the
barrel breech pressure:

the
dashed lines show the results

In this same figure,

obtalned using the classical
ballistics formula.

We see from

Figure 2.9.
problem for cylindrical tube

Solution of the Lagrange

Yy a

o Qo]

¢

R

-~
~
T T

8888

| SR Bant S St l‘
) <
:\

<

! L L. L ! o i

3 4 S 6 7 @

Figure 2.10, Distribution of
gas parameters along chamber 1n
the Lagrange problem

the figure that there 1s no agreement in this case.
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a6 -
q7 4 Equation (1.1)
g6 2 / .~ Exact solution
Q5 ' \‘*Simple wave
04}
a.'; x=422 120
4.2t 2 " t 1 N . L ,
! / >
QT ¢ 3 4 5 6 7 a:%

Q124 6 8101217161820 % Figure 2.12. Comparison of vari-
ous solutions of the Lagrange
Figure 2.11 Variation of ratilo problem

of projectile base pressure to

breech pressure with time )
'A
04

Figure 2.12 compares three % e 3 il
formulas: exact numerical solution, 42° T “‘%:Lgo 53
simple-wave formula, and approxi- W x ~1,22-1,67
mate ballistic solution [Formula

23456783910 12 4 I8

™

(1.1)]. The curves are plotted

for k = 1.22 and x = 20.
Figure 2.13. Approximation
coefficient b1
Figure 2.13 shows the coeffi-

cient bl’ which 1s defined so that

the ballistic solution (1.1) will coincide with the exact gasdynamlc
solution. The comparatively small discrepancy between the exact

solution and (1.1) makes it possible to approximate the exact solu-
tion by (1.1), with replacement of the coefficlent b, = 0.33% by the

coefficient 0.28 - 0.26 in the range I ~ 1 - 10 for X ~ 3 and above.

S
(o)
T

The existence of this approximation permits making some analytic
studies of the extremal launcher regimes.

We mentioned previously that this solution was obtained by the
numerical method, and therefore it 1is necessary, in principle, to
justify the possibility of 1ts use.

*
Which 1s used in classical interior ballistics — dashed line in
Figure 2.13.
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Analysls of the solutlon accuracy wac made by comparing the
Thic

comparison showed that the numerlcal solutlon yilelds an error not

numerical solution with the analytic simple-wave solutlon.

exceedlng one percent.

f —_\_L__.
b) Numerical solution for tube of 1” EL;___i
variable section (Q = 0). The system of PR

equations (2.13) for this case has the

form (see Figure 2.14): Figure 2.14. Notations
adopted for tube of

ou du 2698 __g variable section
iyl 41

o tier =T
da da x=—1/0du dlnS\__
5 Tes;tae3 '(F“‘“"‘dz"‘)‘o'

® == @y == const

(2.18)

If we introduce the dimensionless coordinates:

and correspondingly represent the sought furictions in dimension-

less form:
u a
U-.*—-h—o-. __.;-5’

and also specify the chamber profile by the equation:

ro_ H
7 = R,
then, (2.18) can be written as:

’ 4 2 ).
dL (-()l }‘ A d4 ::0’

O VU OE TN T8

94 DA | a1 (U dln R (5 _
O e VA B

It remains to transform the boundary condition at the piston. The
equation of piston motion:

dv

m == s, where p==p:py

~N
(oa
foa)

may be written as:

£9




hence,

SchOP

mK

av .:p..ch =

ax - maj}

where aqi=1f0,
o fo

The chamber volume can obviously be represented in the form:

Wc = bSLc,

where b is a numerical coefficient (for a cylinder, b = 1); there-
fore, we can write:

s W , 12
sL,pp = 55 he=mbt's =gy
or:
oV b b
R o=,
where my — launch gas mass.

Consequently, the boundary condition is defined by still another
dimensionless parameter I (the parameter b' is calculated uniquely
if the chamber shape 1s given).

Thus, the solution of the Lagrange problem for given x in the
case of variable-section tube depends on two parameters: Il and the
chamber profile R(£).

In the cylindrical tube case, the chamber form parameter drops
out, and the solution depends only on a single parameter. This situ-
ation has made 1t possible to construct the complete solution of the

Lagrange problem, and obtain universal tables.
In the varlable-section tube case, it is not possible to obtaln

such a universal solution, and it 1is necessary to make an indlvidual

computer calculatlon for each speciflc chamber shape.
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A complete study of the problem described below was made 1n
1961 - 1963, and partially published in [7].

Flgure 2.15 shows results of the Lagrange problem solution for
a tube of variable section.

15 4

1
S L Sie

10

Figure 2.15. Solution of the Lagrange problem
for variable-section tube

In the figure, the wall pressure (pw), piston pressure (ppr),

dimensionless piston velocity, and piston coordinate are presented
as functions of time.

A series of calculations was performed in which the chamber dia- /67
meter ratio R/r was varied, in order to determine the flow pattern
characteristics in the variable~section tube case. This diameter
ratio is normally termed "chambrage" in interior ballistics. To
analyze the influence of "chambrage" on muzzle velocity, we need only
examine (2.17), and note that the quantity X in this formula charac-
terizes the gas expansion ratio in the firing process. Actually, if
we denote the initial chamber volume by wc, and its instantaneoug

value by W, then, obviously,

where x 1s the distance along the barrel troveled by the plston.

ffor the cylindrical tube:
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and 1n the variable-sectlon chamber case:

Specifically, as the projectile departs £%=:1+~%%§==14—N, where wba

is the launcher barrel volume. If we now divide the variable-section

N
N
0¢]

barrel muzzle velocity by the cylindrical barrel muzzle velocity for

the same values of I = ml/m, Kk, and Ww/w = N, we can obtain the re-

sult shown in Figure 2.16.

P
o Enz-g| | Znt-n
We see that for the same small 13 L =122 467

expansion ratios, the launch velo- ' o — o 'i
city from the "tapered" chamber 1is g‘i,t __[~

1] .
higher than from the cylindrical G P R A R T v
chamber by about 10 - 20%. Then, e

this advantage decreases and vanishes

Figure 2.16. Ratio of
launch velocity from tapered
chamber to launch velocity
from cylindrical chamber as
function of expansion ratlo
"tapering" on the launch velocity 1s for the same problem para-

associated with the fact that, for meters
the same volume of the space behind
the projectile, the "tapered" chamber is shorter than the cylindrical

for an expansion ratio of about 10.

The favorable influence of

chamber, and therefore the process of rarefaction wave reflection and

pressure equalization along the chamber takes place more intensely.
The wave processes are stronger in the "tapered" chamber, which is

o m

contributed to by the process of wave reflectlion from the chamber
throat. Figure 2.17 illustrates this process, and indicates that the !
pressure decrease on the aft wall of the chamber takes place more '

slowly, the larger the "taper". !

A characteristic quantity in the launch process 1s the overall
efficliency, which 1s obvlously cqual to:
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.. hody kinctlc cnergy &,

mas kinetlce cnermy Ey
where:
E.-____mvl
and:
— _ mal
T SRE-
therefore,
. mV=R(x=1) m .:(1«1 Tz % (%= 1) e
=TImal my 2TV
For the "tapered" chamber:
._V_.-—- === 4 . == V =0,
ao-—-V 1 f(n’ X, I) ?1’- 1 (2.19)
where ¢l is a coefficient defined by the
e ;
relation of Figure 2.16, and f is the RS T~k
dimensionless launch velocity for the Z':" - X =14
cylindrical chamber case. arr L
aﬁ. m r
aj..
Consequently, we finally have the %f =T TN~ klr=2
expression for the overall efficiency: 4zr
M \Kl=is
q:f%;”;}F. & 10 15 20 7

Figure 2.17. Pressure
on chamber aft wall for

The dependence of the quantity different "chambrage"

‘(Eﬂi).[f, 1.e., the efficiency for

the cylindrical chamber, on I for different x 1s shown in Filgure
2.18. The value of the thermal efficlency r as I » 0 is calculated
from the conventional ballistics formula:

r=f{-- (ch‘_ "ba)l. 1 :

since in this case the gas expansion takes place Infinltely slowly.

It follows directly from (2.19) that the efficlency for the

"tapered" chamber is higher than for the cylindricsl chamber, since

¢, > 1 (Figure 2.16).
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Figure 2.18. Efficlency of s NN
launch process from cylindrical T
chamber as function of ratio
ml/m Figure 2.19. Distribution of

gas parameters slong variable-
section tube

We see from Figure 2.18 that,
for sufficient large II, the actual
efficiency is significantly .ower than the thermal efficiency.

Concluding our examin:.tion of the numerical solution of tre La- /70
grange problem for the variable-section tube, we need only present
the data characterizing the distribution of the sought functions
along the barrel bore at some fixed moment of time t (Figure 2.19).
We see that, 1n the variable-section case, the gas velocity along the
X coordinate 1s definitely nonlinear. The variations of the sound
speed, and particularly the pressure, are quite large.

The data presented above complete the Lagrange problem solution;
however, it 1s not always convenient to use the solutions obtalned
above in practice.

For practical calculations, it is better to generalize thc re-~
sults obtalned as follows. If we take the launch veloclity “rom the
cylindrical tube for some expansion ratio X, and refer it to the velo-
city for the same values of T and k, but for x = 20 we obtaln some
function VY (x) which 1s found to be practically independent ot ¥ and
n, 1.c., 1t 15 a universal functlon ofthe expansion ratio for the
cylindrical tube. If we now multiply this function by the coefficient

characterizing the "tuper" (Figure 2.16), a universal corrcction

Y




functlion 1o formed which maken 1t possible to obtain the Juaunch
veloclty from the "tapered" chamber for a pglven cxpanslon ratlo N,

1f we know the launch velocity from the cylindrical tube for X = 20,

Thilg functlon 1s denotcd by ¢V, and 1g called the expansion

ratio coefficient (Filgure 2.20).

The launch veloclty from the "tapered" chamber will now be

determined by the expresslon:

14
V=;-‘;=:<f-,‘/(ll, >, 2= 20), (2.20)
and for its determination, it 1s sufficlent
to have two graphs (Figures 2.20 and 2.21). %--L! T
0,8} //"T-Tf-_ .. 1
aol Al b LT e nar]
We shall use these figures and (2.20) aif- "y,vr.gﬂggg--
later in discussing the design technique b I "F”W;{Tf#{_
57 4 1135000
and the approximate calculation method. '
w_ = EJL% + l
We shall later introduce into (2.20) Wc Wc
two more coefficients: ¢r — coefficlent Figure 2.20. Expan-
accounting for the real gas properties, and sion rigigtcoeffi—
¢L — coefficiont accounting for the losses
(including the heat transfer and fric- T
’ " iy ..zz
tion losses). A P
x = 167
2_
¢) Nurierical solution with back-
{
pressure. In the cases examined above,
0 4 0 5o

it was assumed that the pressure ahead

of the moving projectile is equal to
Figure 2.21. Solution of

zero, i.e., we examlned projectile the Lagrange problem for
launching. However, the problem of X = 20 and various x and
m,/m
1

the plston motion in the light-gas

chamber is no less 1nteresting. In
this case, the light pas is ahcad of the plston and offers inercasing
resistance to the piston motlon (Flgure 2.22) 17, 371, 1In thic case,

we have the Lagrange problem with backprasgure.

[
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''ne mathematlcal aspecel of the NG
problem solutlon 1o generolly slmllar [:il_,m/;zi £ !
to the problem without backpresgsure,
which was examlned above. The solutlon Flpure 2.22. Ploton

1s made wilth the ald of the same launcher

standard programs; howcver, the master
program naturally becomes more complex.

The problem solution in region I (Figure 2.1) 1s entirely ana-
logous to the solution of the problem without backpressure, and there
is no need to dwell on this solution. As for the problem solution in
region II ahead of the piston, it must be broken down into three
variants. When using a very heavy piston whose velocity is consider-
ably below the sound speed in the compressible gas, the compression
takes place without shock waves and, as the exact calculations show,
practically coincides with compression along an adiabat. In the case
of a light piston and quite long region ahead of the piston, a shock
wave appears and, as it reflects from the wall, begins to travel be-
tween the piston and the wall. In this case, the problem solution
becomes much more complex, and it is necessary to use the standard
programs for a shock wave.

¥Finally, in the case when a diaphragm is installed in place of
the piston, the problem solution becomes so simple that it is easily

obtained analytically [38 - 411].

It is best to begin the analysis with a short description of
this very simple case.

1) Compression by a shock wave (Figure 2.23). Figurc 2.24

shows the pressure varilation along the coordinate, and Figure 2.25
shcws the notations of the gas parameters in the incident and re-
flected shock waves [7].

Takle 2.5 shows the gas parameters in the 1ncident shock wave

as funcuions of Dl/a°'
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Figure 2.23. Notations adopted
for gas compression by shock

wave:
1l — high-pressure chamber;
2 — low-pressure chamber; 3 —

diaphragm; 4 — region behind

reflected shock wave (the gas

parameters in this region are

of greatest practical interest);

5 — reflected shock wave; 6 —

contact surface; 7 — incident
shock wave

Q)

Figure 2.24. Pressure varia-
tion in arbitrary discontinuity
region

Let us examine the scheme for
calculating the gas motion (Figure
2.23). At the instant of diaphragm

TABLE 2oh.

“A” PARAMETIERS IN

SHOCK WAVIEE AS FJNCTIONS Ol
3 ! = ) #
Dl/,l2 (I'OR K 1.h)
Dijay ° T, @,/ay W | pips >,
1,0 1,00 £, |0 1,00 1,00
11 1,06 1,08 0,15 | 116 1,00
1,2 1,02 1,06 0,30 ] 1,34 1,00
1,3 1,19 1,09 | 044 ] 1,0 1,00
1.4 1,25 1,12 0,57 | 1,64 1,01
1,6 1,38 1,17 0,71 1 2,03 1,04
1,8 f,514 1,23 1,00 [ 235 1,08
2,0 1,68 1,29 11,27 | 2,60 1,14
2,2 1,85 1,36 1,45 | 2,95 1,20
2,4 2,04 1,42 1,60 1 3,21 1,27
2,6 2,23 1,49 1,84 | 3,44 1,38
2,8 2,45 1,96 2,03 | 3,66 1,45
3,0 2,67 1,63 2,22 1 4,85 1,55
3,2 2,92 1,70 2,40 | 4,03 1,67
3,4 3,18 1,78 | 2,538 | 4,18 1,79
3,6 3,45 1,85 | 276 | 4,33 1,90
3,8 3,74 1,97 2,94 | 4,45 2,00
4,0 4,04 2,01 3,12 | 4,57 2,20
I

#
Translator's note.

numbers represent decimal

points.

Figure 2.25.

PR,

Notations
adopted 1in incident and
reflected shock wave
reglons

Commas 1n

X
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b

rupture, a shock wave propagates in the gas ¢ 1n the low=-pressure ‘

chamber, and a rarefactlon wave propagates 1n the gas 1 in the high~ /

pressure chamber.

pressure and veloclty on both sides are satisfled on the contact
surface, where the gases 1 and 2 are in contact.
tions of equality of the velocltles

using the known relations from

The obvious conditions of

ort the contact

equality of the gas

~3
[N

Writing the condi-

surface,

and also

shock wave theory, we can obtain a

7 r{




system of equations whilch makes 1t posglble to calculate all the

- sought quantitics.
; The calculatlon 1o made using the formulas:
: T
. (1 () e ]/ Sl
_ %=1 4 4 ,,‘[(;2 4+ 1) %, b (ag~ 1)'}»
. _23_1___ L _[_)_'4 (rg=1) 2y
v '1—1[1 (Pl) ]'

The calculation of the gas parameters in the reflected shock wave 1is /74

made using the formulas:

J— e (Bra =) P — {2y — 1) Py
Lo L i vy ) A S CAR Y
g 1:22'-2 iﬁ_ |
P4 * +Ww"
Ty B 87 (a\ : .1
Ty P P;(ﬂz) ! |
o e e U0 w
. ' (H+1)T+(*z“1) j
R |
: 3 Ty P D,
- Figure 2.26 shows the functional dependences of 7ﬁq ;f, D, on

kf}for the case with OHHM (optimal composition) explosion products

in region 1, and hydrogen — 1n region 2.

The following is an example of the use of this figure.

S 3 Assume the OHHM explosion ylelds the pressure:
- LY
and the initial condltions for the hydrogen:
Rl P9 atm, Ty-=300°K, @, =1,
e Consequently, g
N i
oo 78
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g -l 8.0
K Py *
and we obtaln from the flpurc:
. ‘ ¢ Wi 4"
Py -’p-%- Dy 10+ H =90 atm, ‘(" - E*;‘ ‘l'g 3yl 1= ’;A"v
T g ‘] ! o
T‘::7i Tg==10 . 300 = 3000 °K,
$ ok
¢t |2 ; v
400 P
? [’}
%, 4} %p
b 1% %l Xsw
- 2,
P Ly "’?,/ Front wall
200415 13 M//// 7; - A
- 10 42 . i ? 2
X -
’m_j iy "/l SwW t 0;‘ ‘JZ
N i xp wr !
; Z 3 VERTYLA %, ®
. % :
. A,L L ] i
Figure 2.26. Parameters in To Q0! 002 o35 ¢

reflected shock wave as func-

tion of initial pressure dif-

ferential in launcher with

OHHM in region 1, and hydro=-
gen in region 2

We note that:

Figure 2.27. Solution of the
Lagrange problem for variable-
section tube with backpressure

P2

i.e , the light-gas compression pressure is lower than the OHHM

pressure.
in the driver gas.

2) Compression by a light piston.

We can obtain p; > p, only if an additional charge is burned

We mentioned previcusly

that in the light piston notion case, a shock wave appears ahe.d of

the niston, and the wave formatlon coordinates are expressed by the

formulas presented in § 1.4,

Figure 2.27 shows the results of an exact numerical calculatlon

of the Lagrange problem with backpressure (tube closed at both ends).

Here, Dl/a2 and Du/a2 are the dimensionlcss velocities of the
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Incldent and reflected shock waves, xp and Xo, are the plaston and
— o
shock wave coordlinates, and Vp/a2 15 the dimenslonless plston velo-

clty. Point 1 corresponds to incldent shock wave refiectlon from the

end of the tube; poilnt 2 corresponds to shock wave reflcctlon from

the piston. The curves of pressure variatlon on the walls and plston
ends are not shown to avoild cluttering the figure. The magnltudes

of the functions shown in the figure will vary, depending on the

initial conditions — initial gas pressure on both sides, plston

mass, geometric dimensions, etc.; however, the general pattern re- /16
mains the same. Therefore, we can limit ourselves to this example.

The primary quantity characterizing the process of compression
by a light piston 1s the entropy growth in the compression process.

The notations adopted remain the same as before: Dmax is the ,

maximal shock wave velocity; a, is the initial sound speed in the j

light gas; ®* is the entropy function behind the shock wave; ¢2 is

|
{
the initial gas entropy function, ¢“ is the entropy function behind g
the reflected shock wave. i

The numerical values of these quantities are shown in Table 2.6,
as functions of the dimensionless maximal piston velocity. i

i
|
We see from Table 2.6 that: TABLE 2.6% }
— { i
04 ‘b' V . {
-57~VTD—;' pia | 12| LR | 95 1
Dmu “ l;
Consequently, in the first approximation, oy |1/87 | 20623
D/ P, ‘]
the entropy function growth in a series of 3‘,’@; H% };2 }g
o/, 1,055 1,081,
shock waves can be eypressed by the formula: WDy | 1,095 1,08 ‘”4
4 %
L2 VAR VACH ; Translator's
RS AN A (2.21) note. Ccmmas in
numbers repreo-
The first three terms in this product sent decimal
points.

arc most significant. This can be shuwn by
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the cxample of the data TABLE 2.7?

for a very stronpg wave Reflca- T
) t v 2 4 5 ] 7

(Table 2.7). tion no, R

Do/ | LT3 4196 | 1,046] 4,08 | 1,016] 005 1
oib, | 1 | 20T | | 2 | 2ne] 2 na

'The value of ¢1/¢1,

calculated using (2.21),

*
1s 2.58 Translator's note. Commas in numbers
te represent decimal points.

These numerical calculation data make it possible to evaluate
the order of magnitude of the entropy function, and indicate the
following important fact. Since the light piston velocity must be
greater than the sound speed in the light gas, it is obvious that it
will also be greater than the sound speed in the gas located behind
the piston. When using powder gases with ratio I ~ 5 - 10, and no
backpressure, the maximal piston velocity is 2000 - 2400 m/sec. In
the backpressure case, the practically achlevable piston velocity

Vp max " 1500 - 2000 m/sec, 1.e., in relation to the light gas:

T max _ 25 —1.8,
as

and, consequently, the shock waves are weak. Therefore, in the light
piston case, 1t 1s best to use OHHM as the driver gas, for which the
reallstically achlevable piston velocity with backpressure is 2500 -
3000 m/sec. This fact must be considered in designing light-gas
launchers with a light piston, in those cases when the light piston
1s used to provide compression with significant entropy increase.

We note the follcwing fact: in the shock wave reflection process,
a rlgh entropy functlon gradient is creatcd in the gas, which 1is
particularly clearly seen from the data of Table 2.7 and Figure 2.28:
the gas particles adjacent to Lhe piston pass through the shock waves
2, 3, 4, 5, 6, 7, 8, and the entropy growth in the particle I (Fig-
ure 2.28) ¢I = 1,196 + 1,146 * 1.05 * 1.03 * 1.016 « 1.005 = 1,54,

Conversely, the gas particles adjacent to the wall (II) pass through
all elght shock waves, and the entropy function growth:
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—. 9280
My = 2,96,

The prescnce of the entropy functlon
pradlient leads to the presence of a tem-
perature gradlent:

Ty
Ty

[

1 R
(—(?BL:-) a ~= 1, 73000 AN,

Figure 2.28. Shock wave
travel ahead of the pils-

Thus, the temperature on the piston ton

is lower by a factor of 1.5 than on the
wall. Therefore, for approximate determination of the entropy growth,
it is necessary to select some averaged value.

3) Compression by heavy piston. By heavy piston, we mean one
which during its motion in the light-gas chamber does not give rise
to shock waves, i.e., 1t rerforms compression with constant entropy.

However, it does not follow from this that, when using a heavy 78
piston, the process takes place in equillibrium, and therefore we can
in all cases use the conventionail thermodynamic relations. i

Figure 2.29 shows tne pressure dis-
tribution along the chamber of a piston

e

(if the pilston is accelerating). The
dashed line shows the pressure distri-

launcher with heavy piston. We see — |
that there is a region of reduced pres- j
sure behind the piston, and a region of Figure 2.29. Pressure %

o distribution ahead of ]
elevated pressure ahead of the piston and behind moving piston |

bution in the uniform expansion case. |

The correct magnitude of this pressure rise and the correspond-
ing pressure reduction can be determined only with the ald of exact ;

gasdynamlc calculation. ;

Exact calculation of the entropy functlion growth in a oyotom of

shock waves 1s extremely complex; thercforc, 1, 1o best Lo correlate

6




L . .

the results of the ealculatlions Into a

unif'led relatlon which takes Into account

the sound spceed Incercase In the ghock Ky ,

L xmli 067
compresslon case, 1n comparison with con- ;

15 A
ventional adlabatlc compression to the ’

. . _ L e e s R
same pressure. IFrom (1.8) fcr pmax/po = 5 '«k‘MMhVZN*N
const follows: y

nat— / -
1, 4“—"~)/
shock _ (Pma\V&__ el
~a . ( Wn) =K, (2.22) a / 2 3
ad \
p_max
az
Analysis of numerical calculations Figure 2.30. En-
of shock compression shows that Ka in the tropy growth coeffi-
cient versus dimen-
first approximation is a function only of sionless piston
the ratio of the maximal piston velocity velocity
Vp max to the initial sound speed in the
gas being compressed. The dependence of Ka on Vp max/a2 is shown

in Figure 2.30.

§ 2.4, Corrections for Real Gas Properties,

Friction, and Heat Transfer

In order to account for the real gas property influence, it is

necessary to solve the gasdynamic equations in the form (2.1) - (2.5);

however, this leads to tedious numerical calculations, as we men-

tioned previously.

Therefore, it is simpler to evaluate the real gas property in-
fluence indirectly, with the aid of coefficients. 1t 1s best to
introduce two such coefficientz: the coefficlient ¢r’ which takes into
account the launch veloclty variatlion caused by the thermodynamie
processes taking place in the gas (speclific heat variuation with toem-
perature, dissoclation and recomblnatlon, nand so on), and the cool'fi-

cient ¢J, which takes into account the velocity reduction duc o
»)

friction and heat transier within the barrel.

/19
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Generally speaking, the coefflelent ¢r 1o not n logs coell-
clent, since, In the balllstlc range casce, Lhe barrcl length 1g such
that the dissoclated moleccule rccombination processces can take place

entirely wilthin the launcher. This 1s actually a corrcctilon flactor.

To determine the coefficlent ¢r’ it 1s necessary to solve the

Lagrange problem for the case when the gas internal energy is glven

in the form:
E=E@ T).

Uusually, the internal energy is specified by approximation
formulas constructed from the gas thermodynamic function tables. To
determine ¢r, it is necessary to compare th's solution with the s501lu=-

tion for the cylindrical tube with an ideal gas.

The coefficient ¢r is always larger than one, since the recom-

bination taking place in the barrel is equivalent to energy input in
the expansion process. This result is logical if we consider that
for the same p and T, the ideal gas has considerably less energy than

the real dissoclating gas.

As a result of the calculations made, we can recommend ¢r =

v 1,05 - 1.1 for hydrogen, and ¢r = 1 for helium.

The velocity losses owing to friction and heat transfer are
taken into account by the coefficlent ¢L, “ich is of the order:

T g ~ 5000 — 7000 °K, )
~ 6000 — 10000 gtm/*

‘ i

6, ~0.85—0,9 (

pMI!

This coefficient is convenlently broken down into two coef{fl-

clents:

T



o Lo
; | } % . 1 "
o where ¢L accountg for the logses from heat transfer and gag {frietlon, /76
- 1
n .
—  - and ¢L accounts for losses from projectile frictlion.
= & e
i ’ ,. 1 n
% The estimate of the coeffl- % S e
& Jr D s W % g
ST clent ¢L was made by analyzing the ] '“j‘”""’"/
Ty . . l . - L J.,. -l 2 'x'.o;
. Lagrange problem solutions for a cy- L v
- lindrical tube with heat removal Ny o L
R e TR T oy / -
u along the barrel. Flgure 2.31 shows N 1 ,
- the calculation results for three 2468 m,zﬁ,m,ajo'ﬁ_é‘
= cases: 1) when there is no heat le
. addition; 2) when an amount of heat Figure 2.31. Influence of
. AQ, equal to the initial gas energy head addition on launch
o Q, is added, velocity:
' 0 1 — no heat addition; 2 — !
‘ A=0Q; O o+AQ==1 with heat addition; 3 — i
N v @ @ with heat removal :
o and 3) when heat is removed f
(0"'048: i'e'3 A(\):“"'Oo:-" On )-
ﬁ“}n The heat transfer and friction coefficients were calculafted on ;
b the basis of the conventional formulas of heat transfer theory. The ;
’ coefficient ¢, ~ 0.95 - 0.97.
1
This small deviation of the coefficlent ¢L from urity, in spite
1
of the apparently large influence which the real gas properties
should have, 1s explained as follows.
, It was previcusly shown that the overall gasdynamic 1auncher i
) efficlency 1s extremely low; therefore, the major portion of the as ‘
energy remains in the launcher chamber, and 1s not utilized for
launching. It 1s this portion of the gas energy which balances the ;
N basic heat losses due to heat transfer, which naturally hdas very |
% little effect on the projectile veloclity.
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The losses {rom projectile friction were covaluated both com=

putationally and experimentally.

for very hipghly finished new barrels, the valuce of the cocffl-

clent ¢L may reach 0.97; however, 1In practlce, 1t 1s somewhal lower /61

(~0.93-0.95 , and the friction influence lucreases markedly wlth Jaunch
veloctty increase, and decreases with launcher callber increase (Just
as does the heat transfer influence).

In closing this section, it 1s advisable to present some data on

the thermodynamic properties of hydrogen at high temperatures and
pressures. For the parameter region studied, the thermodynamlc prop-

erties of hydrogen can be calculated from the equation of state in
virial form, which is theoretically best:

Z=14+Bs-}-Ca®4..., (2.23)
where Z::“ET — the compressibility coefficient, p — gas density,
C and B — respectively, the second and third virial coefficients, ;
which are functions of “‘emperature, and R -— universal gas constant. i

For practical calculations, 1t 1is convenlent to use the equation i
of state in which the right side 1s an expansion in powers of the

pressure:

Z=14+Rp-t 'y ... (2.24) %
where B! and C' are connected with the equation virial coefficients /84 :
by the relations: ]

. _ B i
8'”§T i

and
(7':.7(-'—:-2 ;

73“.

The calculation results are summarizced In Tablen 2.0 and <09,




TABRLE 2.8,  FOR MOLISCULAR HYDROGEN®

T, OK (}) = “(’.P)i C(T)') lll’ ()K (} = ll'(lvll)’ C(',]'),

?4()0() - toem3/ Cm()/i ?IQ()() - cme/ (:m(’/

15,000, mol : 9,‘1'),000 . ! Ty

mol i 2 mol mol’
bar ' b bar

1000 16,86 204 GO0 12,199 45,57
2000 15,90 177 {0000 12145 91,00
3000 15,00 102 11o00 1,92 85,90
4000 14,37 134,9 12000 11,70 74,48
50N 13,83 123,0 13000 11,50 72,60
65000 13,41 (14,4 (KILLY 11,34 687,03
7000 13,02 106,9 i (RN 61,01
8000 12,67 10,6

*
Translator's note. Commas in numbers repre-
sent decimal polnts.

TABLE 2.9. FOR ATOMIC HYDROGEN*

1 5000

7, °Ki4000 S(M\!‘mx\«_\ 7()(\1;\&(»\»1\\‘\”\\“\ teaua |1 1006 [ 200001530001 {4000

£,03

’
[]

B (T)|1.83 mmw:JzzJSBJﬁtJnl&H\‘&m ZQRLJN {,96

*
Translator's notes. Comm2s in numbers repre-
sent decimal points.

“ i The calculation of the third virial coefficient for atomic sys-
| tems involves great difficulty, and is stili an unresolved problem.
This is explained by the absense of suitable statistical mechanics |
» apparatus. Even for such a very simple system as hydrogen (single- i
¢ electron atom), only very rough estimates have been made of the third '
o virial coefficient. These estimates show that the contributlon of
the third virial coefficient to compressibility can be neglected
in quite a wide interval of temperatures and pressures.

Tables 2.10 = 2.13* present the sound speed, apparent molecular
weight, adiabatic exponent, and internal cnergey of hydrogen for toem=
) peratures 1000 - 15,000° K and pressurcs 1000 - 15,000 bar*#*,
*The caleulatlions whose results arce shown In Tables St = 204 wWere
- ?%de by P. M. Kesselman and S. 1. Goryklin,
1 bar = 0.%90 atm.
-




——— —d

PABLLE

210

«  OOUND OPIED, m/cee

> T
| P ™~ ({4 1] R kL] ({111 K00 [LLY 4] 00 KiNx} ) 1006%) FRILLY 12N 13200 14080 {lanm
R B SO SO M
! toon 2K R 4103 YR [RHT] Gint
T NI g Aol 400 LM [1RXY]
doon Ao U LOGR (3] ull4
LAY Hitad] L] Githy 64 KLY 162 LY 9N 10475 11174 114 119,
} ol hanl oA i 0478 QG 723 Khih hsh pIingl | 114 (BN finin
| [ELLY] ahlh oo G (1) it 17 RARY (424 10166 1uns) i 1
! fnnt fyigisly Hny n_;"l/‘ ity AL 7'13_0) ] f.t‘ Wt rupin ’u,ul Her ENER
eI 0.8 [TIAY] [IRER i 1144 1 LITh rus [IERTY aing (R B
Y HUITY 1209 i AR T I NG alin W fiminh Hodn e
T L N O B T VO /B I T T L7 T I 0 O I T T R YO
towe | [ HAVH 'y oo g IaR2 LAY e fatl [ITRA (IR st
) tond ' ol I [HEX] N ity INBA] Ralny Mot 82 fo24 ISy (R '
: {4nm . ) ! (LY g Tyl 748 XY HITRH il 107,01 ot 1o
: oL ! [¥H YR u'Y T NG L] 872 RINE PENY] [N ey I
I finem ) uned ‘ [T T W ] sy P LRI RIRA KR NL I S TTTY SPR A £ T "L
TABLE 2.11. APPARENT MOLECULAR WEIGHT*

I\\ T 1000 2000 3000 4000 5000 Gov0 T000 800x) 90U 10000 | 11000 | 12000 | 43000 | 14000 | 45000
l » ~— e
ALY 20160 | 2,0169 | 20109 | 41,9608 | {,8280 1,6099 !

v 2ufu | o2ute | 2013 | 49796 [ 18750 | 17040
FLLY] Sute0 | 20ty [ ozoter |oLusHT | 000l 1,7500 I o
4 pofuw | 2eton | oot s | 1014t 1,7790 1,6120 | 1,4500 | 14,8190 [ 1,2240 | {,4000 1,08%) 41,0670 54,0080
r) 2otg0 | 20060 | 2oten {40 |08 | 47 | 6430 | fa860 | 1,8000 1,000 | 11x00 IRIUUR IR IR
vy [ 2eu |o2oton | o20t60 1 19940 | 4030 1,8144 1,470 1 4,390 14,2820 | 1,200 L0170 ] Lo | e
T SOty relns g 2 UtEY Pgiuuao | 1,950 1,82/0 1,6560 £,40%) | 1,8u00 | 120w PSRN B N TIS I B RIS V]
N o100 | oo | o2ote | o0000 | 19400 1,937v 1,7010 f 0 | §i82a0 | 1200 1400 | L1, L
eny 010 )0k oot 1,970 1,013 §,8450 1,7140 H 1,4990 1 1,330 | 1,200 11970 ) L | e
{ony s | Zobig |o2,0t60 [ 19980 [ Y60 1,8340 15,7200 | town boassn | Lgnoo | 1,200 [N O T A R TR N [P
1ty TR LI SV VYT AN UH) I I U U I R WA 1,480 1,7800 [ s | 1adm) | L,a750 | e e P ! [NERT
1200 swteo | ozaten 20t | e LU0 1,4639 1,700 | 16000 | 1,4900 | 1,388 | 1,504 asee 41 ”l Y
IR satao | 2ot oo Do | 10580 1,4670 1,7500 | L6200 ] L5040 | 100 | 1,05 e bt iz
Loty 2,0t60 1 20160 3 20t 20000 11,0560 14,8710 1,799 1,630 ] 1,6150 | 14110 | 9 ) I TTT I I i
30 1Y) S0l | 20tu0 | 2ote) | 2,0000 | 1,9960 1,8750 1,750 | 1,6« | 4,000 § 44220 | 1,8800 1 ras ] L2160 [ 1 40d0 ] 1
* t
Translator's note. Commas in numbers represent decimal points.
< *
TABLE 2.12. ADIABATIC EXPONENT «k
i ) t
X 1000 2000 00 4000 6000 G000 7000 800D 9000 10000 | 11000 | 12000 | 13000 ) 14000 | $Looy
» I
| | | |
1000 1,40 1,82 1,28 1,20 ; i
Lo 1,40 1,32 1,04 1,25 | :
&0 1,40 1,42 1,4 1,30 ,
A 1,40 1,50 1,28 1,40 1,28 1,46 1,07 108 | 1,08 ; fo0 | 440 1,1 1.4 e8| 1w
Lany 1,40 1,32 128 1,44 1,3 1,19 1,10 1,00 1,04 1,07 1,48 1,49 1,2 LX) IRY
[l 1,40 1,32 1,08 1,48 1,35 1,48 1,18 1,01 1,05 147 142 1,17 1.4 1,00 1,1
AR 140 1,52 1,08 1,01 1,38 1,20 1,16 $.01 1,07 1,04 [N B 1,16 1, t,on 1,0
BOAAS {40 4,82 1,0% 1,04 1,41 (W] 4R 4,11 §,0% 1us (3] 1,10 1.9 1,04 1,07
wam 1140 1,542 1.4 1,91 1,44 1,31 L 1,04 104 109 1,11 1,40 1,44 1,4 t
fing 140 1,4, [P 1.9 1,46 1,44 1,00 010 1,00 1,10 1,12 1,10 [NE KD IR
[RIErG 1,40 1,91 1.4 1,62 1,48 1,84 1.0 | 1,4 f1e 1,40 100 1,14 1,19 LN Y] IR
{0aee 1,4) 1,12 1% .54 f,h0 1,04 | VTR S 1) 1 1.4 1,00 11 4 1,48 1,10
1A 1,40 - 1,.4 L 1,0 1,41 1,08 .00 1.4 1,18 1.4 LS 10 1,18 1.4
Lo 1940 gl §rs {01 1,54 1,41 T IR 1,10 1,14 1,44 N {1 1,04 IRD
15000 140 [ [ 10K 1,0 1,08 R (s} 1,18 1,15 114 [RIH (XY (KL .00
* Al [}
Translator's notce. Comwas In numbers veprec nt declmal pointoe,
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§ 2.5, Influence of Forcing Pressure on (as Flow
Veloclity in Barrel

We examined above the numerical solution of several problems of
firing from launchers having different chamber and barrel forms,
and also the solutlion of the auxiliary problem of gas compression by
a plston or shock wave. The results obtained male it possible to
calculate the light-gas launchers under the assumption that the light

gas 1s first compressed to the maximal values Prax and Tm , and

ax
then the piston remalns stationary and the projectile begins to move
(usually practical calculations are made in this way).

However, it 1s also of conslderable interest to make a complete

analysis of the launcher with account for the fact that the projectile

begins to move at a forcing pressure p¢, where:
Py < Disare
and the pilston continues to travel during the firing process.
The complete light-gas launcher analysis using the exaect pns-

dynamlc equations requlres conslderable conputer time, and ls usu-
ally made only for a few Inltial condltion varianteo.

The moet Impertant guestion, which must be celarificd In the com=

plete launcher analysis, 1o that of the forelne prescurc tntlocneo,

poroiny o . R W
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lixperiment showg that the lorelng pressure hag very 1ILG1e Inf' lucned
on projJectlile veloeltyy however, 1L has conglderable Inf'lucnco on

the maxlmal gag pressurce In the chamber, and this 1o understandable,
sinece the lorceing pressure ls a factor whilch redistributes the acen-

mulated cnerpgy without alteringe the magnltude of thig ocnerey.,

In order to wrilte the equatlons deflining the motlon In the
two-stage launcher In the simplcst formulatlion, we return to
Flpure 2.0Db.

The gas pressure in the space I behind the piston:

— Lo 1
P=P, (Lo+ X/

where L0 — 1s the 1initial length of the space behind the piston,
X — piston travel; Ky — driver gas adlabatic exponent; PO —_
initial gas pressure.

When a powder charge burns in region I, we use the cqua*ions of
classical interior ballistics.

The pressure of the light gas between the piston 2 and the pro-
Jectile 1 (region II) is defined by the relation:

L 3
p=n(r=%)
for p<p, (stationary projectile), and by the relation:

L Ty
b= by T
L—-X-+4 =12

for p>p, (moving projectile).

Here, L 1s the initlal length of the spacc benhlnd the projectile,
S5 1s the piston barrel area, x is the projectile truavel, s 1s the
barrel area, k 1ls the light-gas adiabatic cxponent.
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The plston cquatlon of motlon can be wrltten In the form:

dv)
my, EEI* = 5(P - p),

and the projecctlle equation of motlon In the form:

m o =8P,

It 1s obvious that the computational technlque based on solving these
equations takes into account the forclng pressurc Influcnce.

In certain cases, refinements are introduced into these very
simple equations. For example, the space between thc piston and
projectile i1s broken down into two spaces: the space ahead of the
piston — from the piston to the barrel entrance (section A), and the
space behind the projectile — from section A to the projectile. In
this case, gas flow from the space ahead of the piston into the space
behind the projectile is taken into account. Usually, 1t is assumed
here that the gas flow at section A 1s described by the equatilons of
steady gas flow.

Sometimes, an attempt is made to consider the pressure gradient

along regions I or II, and so on.

“However, in all cases, this simplified approach :o solving the
problem of motion within the launcher 1is justified unly when the
piston velocity does not exceed 500 =~ 600 m/sec, and the projectile
velocity is 2000 - 2500 m/sec (when hydrogen or Lellum 1s used as
the light gas), since in this case piston (projectile) motion takes
place with a veloclty quite close to the souna speed, and wave ef-

fects are not yet too large.

When analyzing modern light-gas launchers, thils approximate
method 1s not applicable. It leads to errors cxccedlng 20 - 30%
in the launch velocity, and errors up tlo 100% in the magnitude of
the maximal pressure. Thercfore, we must use the exact rasdynamic

calceculation. The exact calculation technlgues do not differ from Lhe

4}1

N
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technlque for solving the Lagrange problem wlth backpressure; how-

e

ever, we must coneslder that the projJectlle bepglns to move when the /87
L pressure on 1t exceeds p¢. As the projJectile moves, a rarefactlon

wave develops and interacts wilth the shock waves coming from the
piston (if the plston is light).

The interaction process 1s also complicated because of the bore

TR s

cross section change at the entrance to the barrel.

The two-utage launcher analysis with account for forcing pressure
and ptsto: motion 1s quite complicated.

k: Frgure 2.32 shows the ppr’
pressure p., on the projec- t.atm/ \vym/sec

. tile velocity for forcing 2% !

' 22

e pressures 1000 atm and 6000 20 _

E, atm (without account for 8 — L 9000

" 16 L 8000 |

L losses) as functions of ALy, e 7000

f: projectile travel. 121 600

5 10 5000

5 8 "\ 4000

. We see that for a low 5 LN i%ﬁ

' forcing pressure, the projec- 2 \NNeb L ~ 4 100 j
tile pressure curve is 9 IR

g “fuller", the maximal pres-— 4 68:omzamraamszg,m |

rt_' a :

sure is lower, but the area :
Figure 2.32. Influence of forcing

bounded by the curve 1s pressure on ballistic launcher

greater (curves 1). Thus, parameters:
the final projectile velo- 1l — p¢ = 1000 atm; 2 — p¢ =
6000 atm

city is higher. i

The absolute projectile velocity variation does not exceed 12%, J
while the maximal pressure varies by 2.5 times. These calculated
values fully confirm the experimental data, in accordance with which
the forcing pressure influence on the velocity is about 5 - 6%. é

Flgure 2.33 shows the launch veloclty versus forcing pressure
for one LGL. We see from this figure that the optimal value of p¢
is close to 300 atm.

y
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Thus, for a veiry hilgh maximal forc- z&mT/sec
v 10,000 - 20,000

000+ -

atm), proper forcing pressure selection
can reduce the pressure acting on the bono ¢
projectlle to values which are not

hazardous for projectile strength (to
values not exceeding p v 4000 -

L 1 il 1
max pr : 200 400 600 800
Ppratm

Figure 2.33. Influ-

chamber precssure (p

-

" 5000

)

6000 atm). At the same time, the motion

tagil A4

of the piston (particularly the hydro- ence of forcing
. pressure on launch
dynamic piston) permits maintaining the velocity

pressure on the projectile base close to

Pmax prs i.e., a full firing "indicator

diagram"; it is obvious that in this case we obtain a high average
pressure p, . pr on the projectile, which in turn determines the

barrel length.

In fact, introducing the average acceleration:

a g Pay pr
gaV m ’ :
|
1
and using the uniformly accelerated motion formulas, we can obtain: /88 !
L my2 (2.25) i
= - ] . ;
ba ZSpav pr |
|

It is sometimes more convenient to rewrite this formula as:

mV2

av pr 2sly, (2.26)

p

A second very characteristic quantity, which makes possible an
exact calculation 1s the ratio of projectile base pressure to piston
base pressure. The dependence of thils quantity on time is shown in 1
Figure 2.34%*. We see that the ratio ppr/pp varies from 0.1 to 5. i

*
The calculation was made by the grid and characteristic methods.
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We sce from the flgurc p

pr . !
that the agreccement between the pp ST N2 B0 atm
two calculation methods 1s —a‘j?ﬁﬁﬁﬂﬂﬁfﬁﬁﬁwvﬂk~ —t
generally good. (In the fig- 4 CharacteristiCEEIfwf_«~~-
ure, we see clearly three T
shock wave reflections — the g
first 1is strong, the second 2 1
considerably weaker, and the ‘
third quite weak). f
) . L
N N
0 - % P
The gas flow in the 2005 ol tsec
transition region from fhe Figure 2.3%. Ratio of projectile
chamber to the barrel is also base pressure to piston base pres-

very important for understand-- sure

ing the gasdynamic relation-

ships in the firing process. The reason is that "choking" of the gas
flow takes place in this region, and the light gas cannot flow from
the chamber into the barrel. In practice, this leads to a situation
in which, under certain conditions, increase of the charge in the
system increases the maximal light gas pressure in the chamber signi-
ficantly, but does not change the launch velocity. Moreover, this
leads to reduction of the model forcing pressure influence on its

velocity.

In the gasdynamic calculatlon, the gas velocity in the transi-
tion region is obtained automatically. In the approximate calcula-
tions, the transition section velocity 1is sorietimes introduced into
the calculation, and in this case the calculated launch velocity de-
pends markedly on how this velocity is specified. Under the steady
flow process assumption, the gas flowrate is known to be:

(2

- 2 ’.'\x»-l.)
G cr st sW%(??T) '

= su 0

st cr st

while, under the unsteady flow process assumption, the flowrate may

be represented in the form:
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hence,

a4l
(7- + 1)2(=~1)
2 .

[®]
t

S

(2.27)

[]

un

Data on Gst/G as a function of k are presented in Table 2.14.

un

*
Thus, the gas flowrate through the TABLE 2.14
barrel entrance section is actually limited,

x (1,22 |1,4 11,67

and depends markedly on the process scheme

G . -
adopted. In the ballistic launchers, the G%%*-W L7201 4,77
flow process does not fit into elther of the
*
classical (steady or unsteady) schemes; how- Translator's

note. Commas in
numbers represent
to the classical unsteady scheme. decimal points.

ever, it 1s evident that the prccess is closer

These data explain why some approximate techniques (based on
spceifyving the critical steady-state flowrate at the barrel throat)
lead to a situation in which the launch velocity 1s too high, and
the pressure in the gas chamber 1s too low by nearly a factor of two.

In order to refine such calculation methods, it is necessary to
introduce an experimental adjustmer* factor (fiow coefficient),
whose value will be about 0.5 - 0.7.

Data on the gas flowrate through the barrel entrance section,
obtained »y exact gasdynamic calculation with account for piston
motion, are shown in Figuare 2.35. Also shown is the flowrate ob-
tained under the unsteady flow assumption. We see that the true
curve is close to the unsteady model. Results of two calculations
(curves 1 and 2) are presented, which differ only in the initlal
conditlons.

~
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E:; _ § 2.6. Lipght-Gas Launcher Optimal

Parameter Selectlon

asldl
.
RN

In the preceding sectlons, we ex-=
amined various llght-gas launcher con-
figurations, described theilr calcula-

5 4005 oL sec
3 tion methods, and obtained an approxi-
Figure 2.35. Gas flowrate
mate formula for the velocity im- at bavrel entrance section
parted to the projectile: as a function of time

— V=¥, 4 0y¢, 01/ (L % 2=20). (2.28)

Here, we shall present some launcher design methods (selecting

optimal launcher parameters and its dimensions).

;f When creating a new light-gas launcher, we must usually solve
two types of problems: first, the gasdynamic prollems (charge selec-
tion, optimal powder weight selection, light-gas pressure selection,
and so on) and, second, the purely structural problems (associated
with failure or faulty operation of the components of the launcher
itself). It is obvious that the solutions of these problems should
be separated from one another, and the solution of the first problem j
should be made on a launcher of the smallest possible dimensions, !

i.e., a a scale-model launcher.

By scale-model, we usually mean a launcher which is geometri-
cally similar to the full-size launcher, but of considerably smaller
dimensions. However, all the characteristic pressures and tempera-
tures ( Por Tor Passr Tmar Pyo % @, , €tc.) are the same in the scale-model

and full-size launchers, and the same gases (helium, hydrogen) are
used. (Generally speaking, we can also use a broader meaning of
modeling: for example, without using the condition that Tmax and

Prax 2Te the same.)

It 1s well known that the equations of motion are easily reduced
to dimensionless form, and 1n these equations there appear only the
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exponent k, which 1s the same on the scule=model and full-slze

units by assumptlon,

The boundary condition in general form 1s written as:

dv Sl
??‘”:a“(pz - pr),
where L — characteristic dimension. In this case, there appears

the dimensionless parameter:

SLyy

m

which can be treated in two ways:

a) the quantity 87, 1s proportional to the gas mass my and,

consequently, similarity requires that the quantities m,/m Tl be the
same in the scale-model and full-scale launchers;

b) the quantity m/SL is proportional to the projectile density,
i.e., the ratios of the gas and projectile densities 1in the scale-
model and full-scale launchers must be the same.

These two requirements are evidently equivalent and, conse-
queatly, for similarity, it is sufficlent that the pistons (projec-
tiles) be geometrically similar and made from the same material.
These conditions are sufficient for similarity of the scale-model
and full-size launchers, if the gas is considered ideal.

The situatlon changes somewhat 1if we consider gas viscosity

and thermal conductivity.

With account for viscosity, similarity requires equality of the
Reynolds numbers in the full-scale and scale-model launchers:

al,

Re:-—;.

3

N
=




Since the gas viscoslty and charncterlstic velcelty are Lhe
game 1n the scale-model and full-scale lounchers, the Reynolds number

i1s always larger in the full-scale launcher than in the scale-model

sl 2 b2l b M bl il d 3].-“'-“
.- . - . N ' N ° ‘ . e
Fyed . : [

launcher.

Increase of the Reynolds number leuds to reduction of the fric-
tion coefficient and increase of the heat transfer coefficient 1n the
first approximation, in direct proportion to the square root of the
Reynolds number. Consequently, the friction and heat transfer coef-
ficients in the full-scale launcher will be, respectively, smaller
and larger than in the scale-model launcher by:

~JBa~V L
VRe }/i%gg times.
mod

3
L However, in accounting for the reolative int'luence of frictioi. and
&‘, heat transfer, we must consider that the frictlon force and thermal
éf losses are proportional to the surface area, l.e., L2, while the

inertial forces and the total amount of heat are proportional to the
volume, i.e., L3, and therefore the influence of friction and heat
transfer in the scale-model launcher will be greater by:

Lact

times,
mod

than in the full-scale launcher.

If we consider the dependence of the friction and heat transfer /92
coefficients on the dimensions, we find that, roughly speaking, in
the scale-model launcher the influence of friction and heat transfer
is greater than in the full-scale launcher by at least:

L Lact

- times.
Lmod €

Therefore, 1f a certain velocity 1s achleved in the scale=model
launcher, then from the gasdynamic viewpoint, this same veloclty
can be achieved in the full-scale launcher, and this 1s confirmed

- experimentally.
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This very lmportant concluslon makes 1t posslble to 1limit our-
gelves to study of gcale-model launchers when seleellng optimal gan-
dynamlc launcher conflgurations.

All the above dlscusslon relates to the case when the powder
charge has burned completely prior to plston movement initiation.

If the powder charge continues to burn, it 1s necessary to re-
gulre that the physical and chemical characteristics of the powder
in the full-scale and scale-model experiments be the same, and that
the web thickness of the powder used in the scale-model experiment
be Lact/Lmod times less than in the full-scale experiment.

Failure to satisfy these conditions leads to a situation in
which the curves of piston base pressure in the scale-model and full-
scale launchers will be somewhat different, although generally speak-
ing this 1s not too important, since in practice the primary import-
ance lies not in p itself, but rather in the quantity Spdz, i.e., the
piston base pressure work.

It is obviously quite simple to select conditions under which
these areas will be related as the cube of the linear dimensions.

After these general remarks, we can turn to selecting the
optimal launcher parameters.

It is well known from classical ballistics that two problems
arise in designing any artillery system:

1. The direct problem, when from the given system geometric
dimensions and the charging conditions we must determine the firing
parameters (velocitles, pressures, and so on).

2. The inverse problem, when from the given {lring parameters
(projectile veloclity and welght, maximal gas chamber pressurc, ote.)
we must select the launcher geometric parameters (configuration)

and the charging conditilons.

A
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The solution of the dircct problem 1s carrled out clther by
numerical methods or with the ald of (2.28), using the technlque
- discussed in § 9 of the present chapter. Let us now cxamlne the
solution of the inverse problem. The launch veloclty from the bal-
1istic launcher, obtained as a result of the numerical solutlon, can

~
O
u\

|

be approximated by (1.1):

L : V=‘?amx‘/———_‘2-lf—_~'
: m x(x-—1)(-ﬂ‘+bl> (2029)

wheren:-w---(--——EQ«-«M , W — chamber volume prior to initiation of
Wc—}-Wba c

model movement, wba — barrel volume, ¢ — overall correction coeffi-
cient, Brax maximal sound speed.
| ff The coefficient bl is obtained from the exact gasdynamic calcu-

lations and for an expansion ratio exceeding 3 - 5 1s practically
constant, equal to 0.25 - 0.27.

Writing the sound speed at the end of compression in the form:

- a pm“)n~nnr.K.

= . =a
naAx AN

(Ka is a coefficient accounting for the increase of o ? resulting

from the entropy increase during shock compression; see Figure 2.30),
and the light-gas mass in the form:

my = Wepy = Wo g0

where the subscripts 0 refer to values of the quantities prior to

compression, we can write (2.29) as:

Py %

2n

- s 1-1) 2 e —— e
V_'K' faopfnu Vr (x~1)9/ mRT, b ¢
W, + 010y

Under the assumption that bl and n remaln constant, differen-

tiating V with respect to Pgs and equating the derdvative to zero,

we can obtain:
mRT,

(pO)opL ENTES LTS
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Recalllng that

po"’n _.'_.,’_'}‘. == 1
mRT, m l

we can conclude that there i1s an optimal ratlo ml/n = nopt’ whilch
depends only on K and the approximation coefflclent bl (Table 2.15):

{
Topt ™ T=15" (2.30)
In practice, we can take I somewhat smaller TABLE 2.15*
than nopt’ since the dependence of the velocity |
on I is quite weak. * | fopt
1,221 17,5
1,4 | 9,6 [ty ==0
We emphasize that (2.30) is valid only for 1,671 5,7 Jﬂ /94

the case when the volume increase during firing *
Translator's

exceeds 3 - 4 (bl = const), or when we can note. Commas
2, _ in numbers re-

neglect 57 . If 1t is necessary to take the vari present deci-

ation of bl into account precisely, all the argu- mal points

ments become more complex, and it is more con-
venient to seek the optimal value of II by varying numerically the

calculation initial conditions.

The existence of an optimal value of Il yields a firm basis for
rational design of the optimal system. If the projectile mass 1is
given, the system caliber 1s essentially known (see Table 2.16),
since the projectile weight coefficlent is usually specified:

— g
Cy=gr~1—3.

*
TABLE 2.16
5,3 | 1.8 J125] 6] 23 34 s0 | 85
Caliber, mm
Body weilght, |02—04l1ir-20]4. 617—12]18—28] 55120 | 200400 | 1000 2000
grams

*
Translator's note. <Ccmmas in numbers represent decimal
points.
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The barrel length 1s expressed 1n callbers: Lba = Ad, Thc
barrcl volume 18 easily found from the formula:

= 1
W =M

where A — barrel length In calilbers.

It was shown above that the gas expansion ratio N in the barrel
has a large influence on the projectile velocity. Usually, N has a
value of 3 - 10. Specifying the value of N, we can immediately
determine the minimal volume at the end of compression:

W
ba
Wmin - ™
Wba
where N = T — expansion ratio in the barrel.
min

The light-gas mass 1s found from the formula:

;P
ey == "/-lnpma.\ =1 min RF;:; .

Using the existence of an optimal value of I, we can write: /95

m1=11m,

or, expressing m through the coefficient Cq,

m=Cd°
Substituting, in place of m, its value, we obtain:

{ WpaPmax
[C.d° = Wy, ' Pms = —RATMaX
[} an B7 max NRTmax

Usually, during design, maximal pressure is selected from struc-
tural consideration; therefore, we can wrlte:

p AP
T =T st max _ _TAime_ (2.31)
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This formula makes 1t posaible to construct a directlre dlapram

which glves a complete pleture of the multistape launcher capabllitliesn,
Formula (2.31) can be written in the form:

Toax Ink .
Poas . ANRCIL * (2.32)

In this formula, 1 and R¥ are known. The quantity Pnax character-
izes launcher strength, and is also usually known in advance. Con-

sequently, (2.32) connects Tpax with the light-gas launcher con-

structive parameters N, A, Cq.

The quantity Tmax can be easily transformed into projectile

velocity. In fact,
V=qf (LI, x, V)
where I and Kk are given,cmmﬁuvT;:, and therefore (2.32) takes the
form:
-_::.\,q,()\, N, C,). (2.33)
Thus, the launch velocity referred to Prax is a function of

three constructive parameters: barrel length, expansion ratio, and
projectile welight coefficlent. The existence of the functional rela-
ticn (2.33) makes it possible to analyze any multistage launcher
with the aid of the directive diagrams.

The launcher directive diagram relates four quantities: Pnax?

Tmax’ v, Cq — for given values of the gas constant, dimensionless

barrel length, and correction coefflcient b = ¢r . ¢L' The dlagram

1s constructed for several values of the expansion ratio N, in the

followlng sequence:

1. Using (2.32), we calculate a table of %%HA:uHCJ for the
given A, N, R, 1.

*Ihe gas constant for hellum is 212 m/deg, for hydrogen — b2y m/dey.
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2. In the coordilnatoes Proax? Cq, we congtruct the 1'leld of the
Tmax values and points with the same values are Jolned by stralpght
lines.

3. The launch veloclty:

V =g - 11T, %, x:“_"zo)'?v"?r"?LO

The quantity & ax is known, since the temperature 1s known:

f(O, x 2=20) is taken from the exact solution for the cylindrical tube.
The coefficient g¢r(N) accounts for the relative expansion correction
(from Figure 2.20); ¢L and ¢r account for the frictlon ard heat

transfer correction and the real gas property correction.

We present, as an example, three dlagrams (Figure 2.36). The
diagrams are constructed for helium (R = 212), with A = 350 and II = 5
for three values of N = 10, 5, and 2.5, which correspond to the

values of (wmi + wba)/wmin equal to 11, 6, and 3.5, respectively.

n
In the diagrams, the abscissa axis 1s Cq, i.e., the projectile weight

referred to the caliber cubed (g/cm3), and the ordinate axis is the
maximal pressure at the end of compression. The straight lines on
the diagrams are lines of constant velocities V and temperatures

Tmax' Consequently, each straight line on the diagram, correspond-

ing to a constant temperature, is at the same time a constant velo-
city line.

We see from the diagrams that, with reduction of N for the same

Cq and p the launch velocity and maximal gas temperature increase

max?’
simultaneously. For example, for N =10 and Cq = 3, a launch velo-
city of 7500 m/sec can be obtalned only for Prax =~ 18,000 atm and

= e s =
Tmax 6500° K3 for N
N = 2.5, 0p

= « = 2 (] . ]
55 Ppax 11,000 atm and Tmax 7200° K; for

= 3 = o
max 7500 atm and Tmax 10,300° K.
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Figure 2.36. Launcher directive diagrams.

The dependence of Prax and Tmax on N for a given velocity is

shown in Figure 2.37. We see that, by varying N, which 1s propor-
tional to the degree of volume increase during firing, we can, whille
retaining a given velocl*y, alter the maximal temperature and pres-
sure in the launcher chamber in quite wide limits. This 1s quite
natural, since the quantity N is connected with launcher efficiency.

In this way, we find the relationship between N, Tmax’ and Prax

for the optimal light-gas launcher. Knowing the maximal allowable
pressure (strength parameter), we can relate the constructive para- /97
meter N with the maximal gas temperature (or velocity). We emphaslze

that the relations obtained are valid for any multlstage LGL, since

no limitations were imposed on the light-gas compression process.

Now we can examine the laws governing the compression process,
i.e., we can seek the charging parameters Pg and TO, and the Inltal

system volume WO. Obviously,
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Figure 2.37. Dependence of Pnax and Tmax

on gas expansion ratio N in the barrel for
given launch veloclty

v Po 1y P max
my; =V VRT, T Wain o

hence,
Wo - Pmaxlo
W ain PoT mas *

For the compression process taking place with entropy change,

pW* =1,

N
\O
w

from which we can easily obtain the expression for the geometric

|

compression ratio:

o . ;"ltf_w)"““” (2.34)
”’-il - ¢mxT0 *

Assuming that the chamber temperature must not exceed 8000° K,
we conclude from this same figure that N must not be less than 3.0.
= = o = =
We finally take N 3, Tmax 8000° K, Prax 6200 atm, V 7000
m/sec.

Now we can analyze the compression process. Assume that a light
piston, whose maximal veloclty can reach 2000 m/sec, is used in the
launcher, and the entropy function growth in the shock waves

¢max/¢0 v 2.0 - 2.5 (see § 2.2). Preheating of the gas in the

launcher is not provided; therefore TO = 290° K; consequently,

TmaX/TO = 27.5.
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TABLE 2.17. RESULTS OF CALCULATION OF ENTROPY
PUNCTION INFLUENCE ON INITIAL SYSTEM VOLUME*

| )
Dmaz/P, t J:,."» i HRD “ My b 1 1A oee e

Tons®o/ TyPuas | 27050 INA] 107 9,2 Pu bonl A4l 87 24
WoitV wia ta4 | M | 1 S RLEL Y 48 217 9,3
P max/Po AOND l\\u) A 00 0 8RO ] a80 [ 320

PO Cow e

—

#*
Translator's note. Commas in numbers repre-
sent decimal points.

Table 2.17 presents the values of wo/wmin, pmax/pO’ WO/Wba, Wy

for the caliber 50 mm (wba = 34 liters) for ¢max/¢0 =1, 1.5, 2.0,

N
\O
\O

and 3.0, for the case when the launch velocity is 7000 m/sec. The
calculation was made using (2.34) and (2.35).

The launcher parameter selectlon made above is naturally not
the only possible choice. For example, we could increase the pres-
sure to 10,000 atm. In this case, N will be about seven (Figure
2.37a). Then the maximal gas temperature decreases to 6000° K. It
is obvious that the dimensions of this launcher will be smaller;
howsver, a stronger forechamber is required¥*. Using (2.34), we can
find the initial chamber volume, since W , = wba/N.

For a system with heavy piston, Qmax/¢0 = 1. For 1light piscon

systems or systems with entropy increase owing to throttling, the
values of @max/é are taken in accordance with the data presented

previously.

The quantity p, 1s easily found from (1.7), which can be

written as:

%:%(W‘%g.) (2.35)

*

In light-gas launcher design practice, the compression chamber
segment adjacent to the barrel in which the highest pressure 1is
reached 1is termed the forechamber.
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Thege formulas can be used to analyze the influence of ¢

max/QO

and T, on the chamber geometric dimension WO and the compression

0
ratio pmax/p0 of the optimal system.

We shall now present a specific example of system optimal para-
meter selection for a launcher, for example, with a light piston. -

:aj We specify the quantitiles:

launch caliber 4 = 50 mm, Cq = 2.5 g/cm3;

e barrel length in calibers A = 350;

§a!. parameter II = 5;

o the light gas 1s helium (R = 212 kgm/kg deg);
velocity 7000 m/sec.

and Tmax versus N for

—~ ; Using the directive diagram, we plot p_ ..

V = 5000, 6000, 7000 m/sec (see Figure 2.37).

Assuming that the maximal chamber pressure cannot exceed Prax v

7000 atm, we see from Figure 2.37 that a launch velocity of 7000
m/sec is obtained for N > 4,

We see from Table 2.20 that the initial optimal light-gas

$f_ launcher chamber volume, as a function of entropy increase 1n the
" shock wave, lies in the range from 1670 to 184 liters. If the light
piston is accelerated by powder gases, then in practice ¢max/¢0 N

1.4 - 1.5, and the chamber volume 1is best taken to be about 1000
] liters. In launchers in which the light gas 1s accelerated by OHHM,
- ¢max/¢0 v 2,5 = 3.0, and in these launchers the initial volume may

be taken considerably smaller.
It is interesting that increase of the initial gas temperature

is equivalent to increase of the entropy growth [which follows
directly from (2.34)7. Consequently, while maintaining t!~ barrel
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dimensions and projectile welght and veloclty constant, 1n order
to optimize the system it 1s necessary to reduce the gas chamber
dimensions (reduce WO, since 1n thls case the required compression

ratio decreases) as the gas entropy (or the initial preheat)
increases.

We discussed above the technique for solving the inverse problem
— selecting the optimal launcher dimensions for gilven projectile
weight and veloclty. If the light-gas launcher were intended for
launching a projectile of the same weight and with the same velocity,
the problem would be completely solved. However, in practice, the
situation is different: as a rule, it is necessary to launch from
the same system projectiles of different masses with different velo-
cities.

Therefore, we shall examine the direct problem: given the
launcher, i.e., Wo, Wpa, 4, we wish to find the connection between
the launch velocity and the charging parameters.

This problem can be formulated in two ways:

a) TFor given charging parameters, determine the veloclty of a
projectile of given weight. In thils case, we simply carry out the
system calculation. 1In the exact formulation, this problem 1is solved
by the gasdynamic calculation wnresented in the first part of the book,
or in the approximate formulation with the aild of the engineering
method, which will be presented in § 2.9.

b) We wish to select the charging parameters so that, for glven
launcher geometric dimensions and projectile welght, the launch velo-
city will be maximal (the projectile welght and veloclty are differ=-
ent from the design value for which the system parameters were

selected).

Let us examine briefly this second formulation of the problem,
for which we again use (2.29).
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We determined previously the extremum of the function V under
the assumption that n 1s congtant, aince we examlned launchers with
constant adlabatic efficiency. Thils approach was Justifled, since
the launcher geometric dimensions were not specified, and *hey could
pe varied (for example, elorgate the barrel, and so on). Now, 1in the
solution of the direct problem, we cannot change the system geo-
metric dimensions, and this must be considered in determining the

extremum.

The quantity:

W nin N (Wb_a Pmax ‘bmu)

Woatn 4 Wba;m r Wy ‘?).-' by

p-
O
'}

is a function of Po and p the energy increase, and the ratio /

max’?
wba/wo, i.e., the launcher geometric parameters.

Differentiating with account for the dependence of wmin on py»

and equating the derivative to zero, leads to an expression of the

form:

Whg © i
$(ay Pass Por % _wl%a, Zge) =0, !

and Pg will appear in this expression to a fractional power,

It is not possible to obtain the solution of this equation for
Pq in explicit form, and therefore (po)opt must be found numerically

or graphically. Here, 1t 1s very important that the optimal value
and, consequently, nopt will depend on all the quantities

(po)opt
appearing in the expression for ¥. At a single point (for given n),
Py and, consequently, Hopt are found to be the same when determlned

hy the two technlques.

lsually, it is not ratlonal to carry out this calculation,
since the question of light-gas launcher operating economy (charge 4

welght economy) 1s not posed 1n practice.
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Thus, for given projectile veloclty and welght, we can select
the optimal multistage light-gas launcher parameters, uslng the
method described above.

However, when changing the projectile veloclity and welght, it
is necessary to change the launcher dimensions, in order to obtain
the optimal conditions, and this 1s obvilously undesirable.

When it 1is necessary to use a given light-gas launcher in an
off-design regime, we can take other approaches; for example,

1. reduce the barrel length (reduce N);
2. reduce the charge weight w (reduce p

)3

simultaneously reduce p, and w (alter the ratio m /m);
0 1

max

K UV}
* L]

change the light gas composition (add air), etc.

In this case, we need only make a ballistic calculation of the
system, using the approximate method, in order to determine launch

velocity.

In the general case, the selected regime which provides the
specified projectile velocity will not be the extremal regime; how-
ever, this is not particularly important, since the launcher para-
meters will obviously be lower than the optimal values.

In concluding this section, we shall make some general remarks

on selection of the quantities N, p T barrel length, chamber

max?® “max’

shape, etc.

a) Expansion ratio. It 1s best to select N = wba/wmin in the

range 2 - 6, and with reduction of the "taper" the expansion ratio
should be increased, For cylindrical chambers (which are not used 1n
practice) N ~ 10 - 14,

b) Maximal pressure. We must always remember the connectlon

which exlsts between the maximal pressurc and Cq of the projectile.
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The lipghter the projectile, the lower the requircd Phax for the game

veloclty and the same chamber geometrilc dimenslons.

Selection of a rational value of p 1s very important 1in de-

max
signing ballistic ranges. In modern barrel-type artillery, the maxi-
mal pressures are 4000 - 6000 atm. In the light-gas systems, this
value can undoubtedly be increased, since in the light-gas launchers
the time of high pressure actlon on the chamber material is an order
of magnitude shorter than in artillery systems of the same callber.
Moreover, the length of the segment on which the high pressure is
developed usually does not exceed 0.1 - 0.05 of the gas chamber
length, which permits the use of special multilayer forechambers.

However, a pressure of 8000 - 10,000 atm, achieved in practice
in many launchers, is by no means the limit. There are data in the
literature on obtaining pressures of 20 - 30 thousand atmospheres
in light-gas launchers [3, 19]. In this case, multilayer chambers
(up to five layers), in which there are no internal threaded connec-
tions, are used. All attachments are made using flanges clamped ?

together by external bolts.

¢) Maximal temperature. We showed previously that Tmax’ along

with Ppax? is the parameter which determines the launch velocity.

Unfortunately, it 1s not possible to obtain very high light-gas temn-
peratures in the LGL because of the high heat transfer at the high
gas pressures and velocities which are realized in the launchers.

In practice, the limiting temperature in the ballistic ranges
wlthout electrical discharge can be considered to be 7000 - 8000° K.
When using an electrical discharge, the gas temperature can reach
approximately 10,0007 K for a very short time period. However, we
note that high gas temperature reduces barrel service life markedly.

d) Piston weight. The next essentlal LGL constructive para-

meter is the plston welght. We mentioned above that selectlion of
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the projcctile welght, and also the value of Tmax’ essentially specel-

fics the lipht-gas cnerpgy, and since thls enerpy 1n the {irst approxl-
mavion is equal to the piston kinetlc encrgy, the plston encrpy 1o
thereby specified.

Using (1.12), we can determine the piston welght in the first
approximation. Here, we must bear in mind that, when using powder
gases to accelerate the piston, its maximal velocity 1s about 2000
m/sec} when using OHHM, or if there are two light pistons in the
launcher, the maximal velocity 1s about 3000 m/sec. I1f the designer
has selected a launcher with plastic piston, the question of selecting
its weight becomes somewhat more complex because of the fact that the
piston must have the kinetic energy required not only for compression
of the light gas, but also for deformation of the polyethylene.
Therefore, the hydropiston is usually made quite heavy, and its con-
structive parameters are worked out experimentally.

e) Chamber shape. The gasdynamic calculation in the one-dimen-
sional formulation is formally applicable only if the transition
from the gas chamber to the barrel 1s sufficiently smooth. Unfor-
tunately, such smooth transitlon is not provided in all launchers;
therefore, it is very important to know the influence of the fore-
chamber transition shape on the launch velocity.

This can only be found experimentally.

As a result of the experiments conducted, it has been found that
change of the transition angle from 0 to 90° leads to about 5% change
of the velocity (Figure 2.38) This result is logical, since in the
steep transition case a stagnant zone ("1iquid cone") develops 1n the
chamber and smooths out the irregularity. Experiments studying thce
influence of transition shape are important in two regards: first,
they confirm the recommendatlon to the designers on the need for
making the transition from the forechamber to the barrel sufflcliently
smooth; second, they confirm the pocelbility of using the one=~dimen=-

slonal model for the gasdynamic calculation. At the same time, the
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comparatively weak influcnce of transitlon shape glves a basls for

the deslgner to scleet thils shape on the basls of constructlve +nd
technologlcal considerations. However, 1if system fabrlcation condl-

~ 7 tions permit, we should make the transitlion from the gas chamber to
the barrel comparatively smooth, with average taper angle < 309,

[

f) Barrel length. This question is very essentlal. We have

. shown that it 1s not the barrel length, but rather the quantity
- wba/wmin = N, i1.e., the ratio of the volume at the end of expansion
ﬁ.i to the initial volume, which is of primary importance. We see from
o Figure 2.20 that in all cases use of N > 10
e 1s ineffective.
o A V.
: In practice, if we take into account ' J.Ml_-__ |
. barrel friction and the influence of joints, gob—- -1 L = i
i 8
this quantity will be still smaller. In 44} 2740“&*%%4

order to clarify this question, we fabricated
an experimental launcher, in whilich the expan- Figure 2.38. In- i
fluence of gas chan-~
sion ratio was varied from 1 to 10 by elongat- ber taper on launch
ing the barrel or changing the chamber volume. velocity /104
The experimental results are shown i

in Figure 2.39.

{ T,;;:‘
B We see that it is advisable a; o <] i
to take an expansion ratio not aslA TN
, exceeding 6 - 7, since with fur- Q7 =
ther increase of the expansilon s 57 sy :
: ratio, the friction will have a —EW—EQ 4

larger effect that the projectile ¢ %
Figure 2.39. Influence of ex- :
pansion ratio on launch velo-

city with account for friction:

base pressure.

75 However, 1t does not follow & — Lba = 60 - 325 calilbers '
T from these data that the barrel (@ = 7.5mm); ~— L =220
length can be arbltrarily long. calibers (d = 16 mm) !

The reason 1s that industry has
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avallable equlpment adapted for drllling bores whose lengbh does not
exceed 80 - 120 calibers. Therefore, in practlce, the lipht-pas
launcher barrels must be made from several pleces Jolned wilth one
another., The presence of Jolnts between the barrels, no matter how
perfectly they are fitted, causes projJectile lmpact on the Joints,
and sometimes leads to projectile destructlon wlthin the barrel.

Studies made, in which the ratio wba/w was held constant but

min
the barrel length was varied, showed that it 1s not advisable to use
barrels whose length exceeds 200 - 300 calibers.

In view of the fact that the optimal barrel length depends
markedly on such individual launcher qualities as inner surface
smoothness, curvature, conditions of the joints, and so c¢n, the opti-
mal length must be determined experimentally.

g) Contamination of the light gas. The presence of impurities
in the light gas has a marked influence on the molecular weight, and

conseguently on the sound speed.

Table 2.18 shows the sound speed in helium as a function of the 105
volumetric percentage content of an impurity (with molecular weight
u 28), and also the molecular weight

of the mixture. TABLE 2.18. SOUND SPEED
IN HELIUM AS FUNCTION OF
VOLUMETRIC PERCENTAGE

We see from the table that the IMPURITY CONTENT*‘V

sound speed decreases, even for compars= CENIN “1“5 B
1

tlvely small impurity content. a'aq 10&7twm}n&lmn;0ﬁ4

B |4]4,3 4.6 [5.5 [6.8 9.8

. *
We shall say a few words about the Translator's note.

reasons for the appearance of impurities. Commas in numbers repre-
sent decimal polnts,

l. Light-gas qualilty.

Depending on bottle filling level, the helium content lles In
the range 99.97 - 99.91%, 1.2., the gas 1s quite pure.




2, Mlling the pystem.

3 When filling the system, some amount of alr always remalins 1in
the system. The alr content by volume 1s

¢, =£3:- - 100%,,

where Poo is the chamber pressure prior to fillilng, Py is the pres-

sure after filling. When using evacuation, Poo is about 0.05 -~ 0.01
atm, P, "V 5 - 10 atm. Consequently, with proper filling:

0,05 — 0,04
o = 2B 1000/ =1 — 0.1%.

contamination, may vary over quite wide limits, depending on launcher

i
:
i
|
>
ﬁ_ The coefficient of launch velocifty reduction, owing to light-gas
{ .
E construction.

f For well constructed launchers, this coefficient may be taken
equal to 0.95 - 0.98. Usually, this coefficient is taken into ac-
count in the calculation by corresponding reduction of the coeffi-

cient ¢L.

§ 2.7. Remarks on Charge Selection

In contrast with the conventional artillery systems, where the
powder charge 1s of decisive importance, in the light-gas launchers,
the powder charge plays a secondary role. The powder charge must
provide 11 the compressed light gas those values of Prax and Tmax

which were determined in the ballistic calculation of the gas part
of the launcher.

Normally no particular 1imitations are imposed on powder charge
and charge cost 1is small in comparison with the overall firing coust.
This makes charge design still easler.

However, familiarity with the basic charge deslgn technlques
is necessary when designing the light-gas launcher [21.
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A powder charpe conglsting of the followlng threce baslce parts

is normally used 1n light-gags launchera:

g 1) an igniter cap of percusslon or electrical type; normually,
primer sleeves PS or EPS* are used, and are threaded 1nto the breccl-
block or a sabot, which seals the launcher chamber;

2) lgniter — a small amount of black powder located around the
primer cap, either compactly or, if the charge 1s elongated, in the
form of a tube along the entire charge (primer weight 1s 1 - 3% of
the charge weight);

3) the charge proper, consisting of pyroxylin or nitroglycerin
powder.

If the charge is not required to have particularly high charac-
teristics, the use of pyroxylin powders 1s preferable, since they

are less toxic. . o oo

Table 2.19 shows the characteristics of the conventional artil-
lery and firearm powders used in launchers [2].

In addition to the powder characteristics listed in the table,
there is still another characteristic which depends on the charge
shape. This is the total pressure impulse Ic, which is determined

by the initial burning grain web thickness and by the burning rate
coefficient uq in the burning rate law:

de
—d—" = ulp,

where e — web half thilckness.

*
PS — standard primer sleeves; EPS — electrical primer sleeves.
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TABLE 2.19%

Powder Specific |Combus- Density! Burning rate Powder force
] ﬁneggi, Eion §%£ Uy, f, kgedm/kg
. - C A Qr
P al/kg S@P’ I dm3/sec kg
| "‘ Pyroxylene 900 — 800 {2800 -= 2000 1,62 ~- 4,56 0,6—0,9.40-5[ 770000 -950 (00 '
=7 1100 — 1200{3000 — 3500 Ped,5.10°5 -1 2
—12 -3 1,62~ 1,56 0,7 --1,5-10 -5 800 000 =1 200 H00
= Nitroglycerine ' ’ 280 (100 — 300 000
Smoking '
|
i H

#
Translator's note. Commas in numbers represent decimal points.

By definition,

o)
.
Cem ()

pdt: '\t.—.:-—e-!- (2.36)

where el — 1inital web half thickness.

Py We see from (2.36) that the powder charge burnup time depends 107
-ﬁ on three quantities: U — burning rate at atmospheric pressure;
e, — initial web thickness; Poy — average pressure during the

burning process¥*. From (2.36), it follows:

- It is obvious that, from the viewpoint of best powder energy utili-
“’; zation, At should be less than the time ot gas compression by the
piston, and the powder gases which form should have three- - five-

) fold expansion (by volume).

; Finally, the charging condltions are characterized by the charg-
ing density:

We assume that the burning rate dependence on pressure is linear.
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A= *“b (2.37)

where w — charge welght 1n kg, wC — powder chamber volume in dm3.

In desipgning the LGL wlth both heavy and light piston, the de-
sign of the powder part of the launcher can be made using the well-
developed techniques of Ilnterlor ballistics.

Usually, when designling a launcher, it 1s necessary to determine
the charging density A and the powder grade (i.e., el). The piston

velocity Vp and its weight are determined so that the piston kinetic

energy will be adequate for light-gas compression, to ensure obtain-
ing the specified values of Pmax’ Tmax‘ The maximal powder gas pres-

sure is usually also specified in advance from strength considera-
tions. Use of ballistic tables 1is advisable for the preliminary cal-
culations. Normally, the tables are calculated for various values of

the charging density A.

The table entry numbers are the maximal powder stage pressure Phax
and the relative piston travel (relative expansion of the volume be-

hind the piston)A={ , where I is the piston travel, lo=%€ 1s the
reduced charge chamber length, S is the piston barrel bore section

area. The tables present the piston velocity Vtab for the relative
distance traveled A and given Prax? calculated under the condition

that V ——=1, where Gp is the plston weight, ¢——14—033u% .

?Gp

N
',_J
(@]
o

In spite of the fact that the tables are compiled without ac-
count for backpressure and, generally, pe- 300 kg/cm2 LGL operating
experience shows that the tabular calculation yields satisfactory
agreement with the experimental results, and can be used for 1light-

gas launcher preliminary design.

When developing a balllistic range, the first experiment 1s usu-
ally made with charge size equal to half the deslgn size (by weight).
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Then, the charge slze 1s gradually incrcased, wlth account for the
pressures which are obtalned 1n the powder and gas chambers. There~
fore, pressure measurement during charge development in the ballistilc

system is absolutely necessary.

In launchers having comparatively small dimensions and high
pressures, we sometimes 1imit ourselves to estimation, using the

formula:

Pmﬁ=1fzé (where f — powder force, a v 1 covolume)

which yields the maximal possible powder chamber pressure for Instan-
taneous charge burnup, and the maximal gas chamber pressure 1s esti-
mated from the permanent deformation of the forechamber or the initial

segment of the ballistic barrel.

In designing and developing the light-gas launcher charge, we
must always remember that the powder charge must have adequate
strength to withstand the piston pressure. When filling the gas
chamber with the light gas, the pressure pj, acts on the piston, and

the compressive force F = pOS, where S is the piston area, acts on

the charge. If crushing of the charge takes place under the action
of this force, the charge density increases, which may lead to fail-
ure of the breech part of the launcher or wedging of the breechblock.

The following piston locating techniques are normally used:

1. A strong cylindrical metal sleeve in which a large number of
holes of diameter 5 - 10 mm are made, SO that the powder gases act
on the sleeve from all sides (this prevents bulging and wedging of
the sleeve). The powder charge 1s located inside the sleeve.

2 A cruciform metal, plastic, or wooden retainer — in this

-

case the powder charge, is located in four viscose bags, and is

packed along the retainer slots.




N

3. A strong cardboard sleeve (for small-callber launchers with

low initial pressure).

in certain cases, in order to facilitate retainer operatilon,
longitudinal or spiral grooves of small sectlon are made on the pils-
ton surface, and the light gas passes through these grooves into the
charge chamber and equalizes the load acting on the retainer. It 1s
obvious that in this case tne chamber filling must take place quite
slowly (the gas pressure ir the charge chamber and in the gas chamber
is monitored by pressure gauges durilng filling). This method is
used only for large light-gas launchers.

§ 2.8. Sabots, Projectiles, and Diaphragms

In developing methods for increasing projectile velocity, the
researcher encounters three limitations: '

1. The "limiting" projectile velocity, assoclated with the
launch gas internal energy and the limiting temperature which the

materials used will allow.

2. The launcher forechamber material strength, which limits the
maxlimal pressure Prax in the launcher chamber.

3. The projectile strength, which limits the maximal pressure
in the launcher barrel.

Let us examine the third limitation in more detail.

When launching a solid body (projectile) from a barrel system,
the projectile velocity is connected with the gas pressure acting on
the projectile base by the obvilous relation:

Lpa

m2 s | pydL=8Paylpgs (2.38)

4]

where m and V are the projectile mass and velocity, s and Lba are
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the barrel cross section area and length, p(L) 18 the pressurc actlng
on the projcctilc.

Let us see how we can characterize the function p(L). First,

there 1s a limitling pressure p , which 1s determined from pro-

max pr
Jectile strength considerations. The maximal acceleration acting
on the projectile:

S
= Pmax pr .

gmax m

Let us examine a projectile (Figure 2.40)

2 ]
consisting of the element 1 and the driving sabot
2. It is obvious that the inertiai force acting 1
from the element (mass me) on the sabot: -/// S
//V//A
fo=meg _ MePmax pr® =t
1 Tetmax m Figure 2.40.
Sabot and
and the specific pressure: projectile
o b e
T ms 4 Prnax pr?
where 8, — contact surface area. Since the quantity o is limited /110
by the sabot material strength, the quantity p is also natur-

max pr
ally limited, and is equai to:

Pnax pr -~ m.s °

Second, there 1s an average pressure Pyy? which was introduced

by (2.38). It is obvious that thils pressure is uniquely assoclated
with the projectile and barrel parameters by the relation:

mv2 ,
p.. = D . (2.39)
av 2sLba
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If we define the pressure efflclency N, by the relation:

oAV,
; K Posxpy
. and replace 1n (2.39) p,, through n, and pp. . or? We obtain the
] equality:
n g S8m_ mV2
1Pmax pr-—nxm;-—zubé
hence,

V2::'n 231¢Lb_a: (2‘)40)
1 me

We take a cylindrical element of diameter d and length 1. Then,
1
Zps_='_—':
e 1° e’ m peZ

where Pe — element density.

Formula (2.40) for this particular case takes the form:

’ 2Lba
- 2. g 20208
V2=m, e ;

Consequently, the launch velocity will be higher, the larger the co-
efficient Ny the stronger the sabot o, the longer the barrel Lba’

and the sorter the element length 7, and the lower its density.

The magnitude of the coefficient ny is determined by the gas-

dynamic characteristic of the firing process.

1. will be larger, the smaller the ratio V/a, i.e., the

i1
less the wave effect influence (a — sound speed in the launch gas).
This 1s achieved by using low-molecular gases and lncreasing the gas

temperature.

l

. 2. Ny can be increased by utilizing the hydroeffect, hecat /111 ,i

s\ - addition, and so on (Figure 2.41), which 1s accomplished by select- 1
: ing the launcher configuration.
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The next parameter which the designer
can vary 1s the barrel length. We see #nax
from (2.40) that for given projectile
dimensions it 1s advantageous to use fav
longer barrels. However, we must take
into consideration that in the actual

launcher there i1s considerable friction ¢ L

of the gas and the sabot itself with the Figure 2.41., Variatlon
. of pressure on projec-

barrel; therefore, in practice, it 1is tile along the barrel

not advisable to take a barrel length

exceeding 150 - 200 calibers. Thus,

elongation of the barrel must take place along wilth increase of the
caliber, and this means that it 1s easier to launch a given projec-
tile from launchers of larger caliber.

Now, let us turn to the maximal pressure which the projectile

can withstand.

FPigure 2.42 shows various 8 mm-diameter sabots made from duralu-
minum, titanium, textolite, and polyethylene, and intended for
launching a 5 mm-diameter sphere with specitic weight 17 (weight
0.46 grams). The first line of the table in Flgure 2.42 shows the
projectile coefficlent Cq, the second line is the projectile welght,

the third line is the sabot welght, and the fourth line is the

maximal pressure which the projectile can withstand without faillure.

We see that the projectiles have high strength, but, at the same time,

the limiting pressure which the projectile can withstand 1s consider-

ably lower than the pressure which the barrel can withstand (up to /il2

8000 kg/cm2 for two-layer construction). Using the similarity cri-
teria, on the basis of these data we can design sabots for other
barrel diameters. Here, we must always keep in mind that reduction
of the absolute dimensions of the projectlle (sphere, for example)

reduces the loads experienced by the sabot.

In practice, it 1s not sufficlent to ensure integrity of the
projectile in the barrel. Usually, 1t 1is also necessary to
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Bottom view

. s WAL |11 7]
Tex|Te Xy T ottt o DT | 28T | 6T | D16

186|116 127 |24 |23 (20|15 16] 17
g | 0492|081 | 1,06 121 | 1,19 | 102 (085|085 | 0.89

gn | 046 | 435 | 6,60 0,75 1023 1056 | 0481037 |043
A,| 1800 |<1700| 5400 | 6300 *6300 (2600 |52 <4500 >5800

Figure 2.42%, Different projectile forms:
Tex — textolite; Pol — polyethylene

#
Translator's note. Commas in numbers repre-
sent decimal points.

separate the sabot from the element when the projectilc leaves the
parrel. As a rule, this is achieved either by fabricating a split
sabot, l.e., a sabot assembled from two or three component parts,

or by breaking the sabot up as it collides with a special thin bar-
rier (cardboard, or plywood, for example) whose influence on the ele-
ment is slight. Special splitters of different form are also used.

Usually, provision for sabot separation is particularly diffi-
cult when working with a small-caliber launcher used to study the
impact process, since in this case the distance at which sabot sepa-
ration takes place is usually restricted. Development of the sabot
separation procedure requires conducting a large number of experi-
ments and, unfortunately, with change of the projectile shape and
welght, the development work must be repeated.

The sabot separation question 1s resolved more simply when con-
ducting aerodynamic studies, since the aerodynamic characteristics
of the model and of the sabot fragments are usually different, and

the latter fall behind the model.
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In concluding this scctlon, we chall make gome remarks on the

methods used to force the projectile 1In the barrel bore.

Usually, fthree forcing techniques are used: by deforma-
tion of a sabot extruded through the conical entrance segment of the
barrel, by special diaphragms, and Ly shearable collars on the pro-
Jectile.

Use of a conical sabot is the simplest technlque; however, it
makes it possible to obtain only comparatively low forclng pressures,
and leads to the necessity for a quite heavy sabot, since 1its
strength must be maintained even after contraction.

Use of diaphragms permits considerable reduction of the projec-
tile weight, and at the same time permits increasing the forcing

pressure to 1000 - 1500 atm, or even higher.

Figure 2.43 shows a diaphragm before and after rupture.

Figure 2.44 shows a drawing of the diaphragm assembly.

Figure 2.43., Diaphragm before
and after rupture

Usually, the diaphragms are Figure 2.44., Schematic of dla=-
developed experimentally using phragm assembly:
special powder bombs, and not 1l — ring; 2 — folly 3 — dia-

ot A e _ phragm; — seal 5 — poly-
only is the burst pressure deter hedron; 6 — projectile

mined but, most of all, integrity
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of the dlaphragm lobes after opening ls ensurcd. in order Lo cnosure /113
opening of the diaphragm lnto the required number of lobes, the dla-
phragm is first scribed Into 3 - 6 lohes (the ceriblng depth extendg

to half the thickness). Holes are sometimes drilled at the ends of

the scribe lines, in order to relieve the stresses. The dlaphragm
dimensions are selected with account for the fact that, after complete
opening, the aperture must be no less than the barrel cross sectlon.
Behind the diaphragm there is located a polyhedron (with number of

sides equal to the number of dlaphragm lobes), on which the lobes

rest after opening. The diaphragm material is soft steel, copper, /114
or brass. Sealing of the membrane assembly is ensured by proper

tensioning of the joint.

When holes are drilled at the ends of the diaphragm seribe
lines (Figure 2.44), a special foil diaphragm is installed, in addi-
tion to the primary diaphragm, to provide sealing.

§ 2.9. Approximate Light-Gas Launcher Analysis Method

The calculat.on of launchers of all types 1is made by integrating
the gasdynamic equations on electronic computers, using standard

programs.

However, all the available techniques for such calculations
require considerable computer time, which makes them tedious and not
always convenient. Therefore, we need a short, approximate technique
for calculating launcher muzzle velocities which does not require

the use :f computers.

In the following, we describe a short, approximate calculation
techniue. This technique 1s based on results obtained by numeric:l
solution of the gasdynamic equations.

The technique for approximate calculation of the launcher muzzle
velocity 1is based on the assumption that the flring process can be

broken down into two stages:

17
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1. the process of obtalnling the 1lilght pgas wlth paramctoers

'l
am“) pnu! Iltl‘

2. the firing process.

All the remaining factors — piston motlon, real gas propertles,
and so on — are accounted for by coefficients. This approach makes

it posslble to calculate any gasdynamlic system (with heavy, light,
and hydrodynamic pistons, diaphragm-type, electro-pulsed, and so on).

The techniques for calculating both stages and determining the
auxiliary coefficients are based on numerical solution of the gas-
dynamic equations.

The primary launcher parameter is the projectile muzzle veloclty:

’ w
! =Vl+amx°‘?v’(f‘r".°L'f("’n"%', %y W min =20)0

(2.41)

where Vl is the transport velocity (m/sec), & ax is the maximal sound

speed in the light gas (m/sec), ¢V is the expansion ratio coefficient

(Figure 2.20), ¢L is the coefficient of friction and heat transfer

losses, ¢r is a coefficient accounting for the real gas properties,

1%
f(%%,x,lvm_::mﬂ is the solution of the problem of launching a projec-

tile of mass m from a cylindrical tube (Figure 2.21) with expansion

ratio equal to 20, W n is the chamber volume at the end of compres-

mi
sion, W is the chamber volume at the end of compression plus the
barrel volume, W = wmin + wba, k is the adiabatic exponent, my is

the launch gas mass.
The following quantities are usually given 1n launcher design:

1) light-gas type (exponent k and ao);
2) maximal light gas pressure p..;
3) projectlle welght q3

4) barrel volume and dimensions wba, L
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5) pas chamber volume and dimenslons W, L, 53

6) maximal powder-gag pressure p_ .
MNax

7) powder chamber volume and dimensions W

8) pilston welght Gp;

9) powder charge welght w;
10) initial light-gas pressure Pgs

.
L’J,

11) powder-gas adliabatic exponent Kp.

1. Knowing the piston weight Gp and the powder charge weight w,

using Figure 2.7, we can determine the dimensionless piston veloclty
Vp for the given wo/wp, Ks w/Gp.

2. Knowing the dimensionless velocity, we can determine the
true maximal piston velocity without account for backpressure:

=V . = = T
Vp Vp ap ¢fap, ap /KpRp D’

where Rp, Tp — are the powder-gas constant and powder burnling tem-

perature, ¢ 1s the loss coefficient (¢ ~ 0.97 - 0.95 for the piston¥).

If we consider backpressure, the true maximal velocity will be
5 = 20% lower (Figure 2.45).

From the known maximal piston velocity, using Figure 2.30, we
determine the entropy increase during the compression process

(correction to the sound speed).

*

Calculation using the ballistic tables ylelds a more accurate re-
sult, and is to be preferred when the charge does not burn up
instantaneously .




3. Knowing p

and the entro incerecagse corractlo
max? Pgs t ropy 1n as rractlon Ku’

we determinc the sound speed 1In the compressed light pas:

ey (t-l)[‘.‘l ’
”mu'”'"“n( Po - K,

N
H
’-—-
(Y

| .

4., Then, we calculate the llght-gas mass¥:

1{
m, = TuPo“’n ]

(where Yy, 1s the gas specific weight at p = 1 atm), and using this
0

mass and the projectile mass m with the aid of graphs similar to
those shown in Figure 2.27, we find the theoretical launch velocity
without correction for "taper", frictlon, and heat transfer (here,
we take W/Wmin = 20)3

Vnn = apaa

Sf(, x, z2==20).
Now, we must determine the magnitude of the correction coefficients.

- 5. Determination of correction for expansion ratio. The gas
volume at the end of compression 1s easily found from (2.35):

Pody V‘)w

where Qav is the average gas entropy (we use the average entropy,

since the difference between the values of the entropy function at
the wall and at the piston cannot reach 50%).

That part of the gas in which the entropy increase 1s maximal
is the primary part participating in the launch; therefore, we use
the value ¢ .4 when calculating the sound speed in the launch gas.
However, when it 1s necessary to examine all the gas as a whole, the
entropy function should be averaged:

d) 4)fhll o
—&)—f—.v:. (—-q-.‘—’— + 1) . ()".)5. ( ‘? . u 2 )

*
Usually, the ratio ml/m = 11 is given, and thcrefore the quantity my
1s known. In this case, pg 1is found from (2.44),
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From the known wmin and the barrcl volume wba’ we {'ind the

expanslon ratio:

LA Wpa
”’mln “1 + wnl;

and with the aid of Figure 2.20, we {ind the correction ¢V. We em-

phasize that the primary importance in calculating this coeffilcient
lies not in the barrel length itself, but rather in the ratlo of the
volume at the end of expansion to the 1nitlal volume. We s=ze from
Figure 2.20 that, in all cases, 1t is advisable to take this ratilo
no larger than 10; however, in practice, 1f we consider friction ir
the barrel and the influence of barrel joints, this quantity will be
still smaller (no more than 5 - 6).

6. Correction for real gas properties. The influence of the
real gas properties 1s of considerable interest.

We assume a launcher with gilven gas chamber volume and maximal

allowable pressure p Assume this chamber is filled with hydro-

max’
gen. The energy of the given hydrogen charge:

m a2
= hy “hy
hy Khy(Khy - 1)

E

If we fill the chamber under the same initial pressure with
helium, the gas energy will be:

m 2
E = he "ne .
he Khe(Khe - 1)

a

Consequently,
5 ) shy'l_Kh -1
Ery . ahy*ny Kpy = L) - 8hyoFny Kny = ) (pmax) hy  “he
E 2 . L2 .
he 2 aheKhe(Khe - 1) 2 aheOKhe(Khe 1) Pg

since mhe = 2mhy'
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Figure 2.45. Correctlon Figure 2.46.

for backpressure Ratlo of charge

energy required for compression of
hydrogen and helium versus com=-
pression ratio (1 — helium; 2 —

Figure 2.46 shows the ratio hydrogen)

E versus the compression

hy/Ehe
ratio. Curve 1 corresponds to the assumption that the gases are

ideal. Curve 2 is calculated with account for hydrogen dissoclation,
and corresponds to the initial gas temperature T0 = 300° K. The re-

sulting E relation 1s very interesting. In the region of com-

hy’ Fhe
pression ratios of the order of 80 - 150, the helium charge energy
is greater than the energy of the equivalent hydrogen charge. In
other words, when converting from helium to hydrogen, the powder
charge must be reduced in order to obtain the same final parameters.

This conclusion is confirmed by direct experiment. The powder
charge when operating with helium is actually larger than when work-
ing with hydrogen. Conversely, at high compression ratios, the
equivalent hydrogen chargs requires considerably larger powd~>r charge
for its compression, because of energy expenditure on dissoclation.

If gas preheating is used in the launcher, all these effects
become considerably stronger, cince marked hydrogen dissociation
begins at temperatures exceeding 4000° K.

The hydrogen dissoclation process can be utilized quite success-
fully in the light-gas launcher. For maximal light-gas temperature
at the end of compression, cxceeding 5000 - 6000° K, the internal
energy of hydrogen is 40 - 60% higher because of dissoclatlion than
for an ideal gas, even at a pressure of 10,000 atm. This means that
a more powerful charge 1s needed to compress the real gas to the
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same p. o and Tmnx' But then, when firing takes place, the pas be-

glna to expand, 1ts temperature decrcascs, and rccombination of the
molecules starts, in the process of which the encrpgy previously ex-
pended on lonlzatlon beglns to be released in the barrel. Calcula-
tions show that the energy released durlng recombination 1s qulte
significant, as a result of which the projectile velocity will in-
crease markedly. For example, at the maximal temperature 7000° X,
pbecanse of dissociatlion (in comparison with the calculations made for
an ideal gas), the powder charge energy may be nearly doubled, and
the velocity increase because of recombination in the barrel reaches
15 - 20% in the case when the expansion ratio 1s equal to 4. This
means that the coefficient ¢r reaches ¢r = 1,15 = 1.2,

In practice, we take ¢r v 1,05 - 1.1 for hydrogen, and ¢r =1
for helium.

The coefficient ¢r is introduced into consideration when it is
assumed that the gas is ideal (x and a are taken for the ideal gas).

If the characteristics of the real gas (for example, hydrogen)
are known, the quantity x can be taken from Table 2.15, averaging it
in the operating range, and the sound speed is taken from Table 2.13,
also averaging it. In this case the coefficient ¢r is nct introduced.

7. The loss (friction, heat transfer) correction coefficient for:

0.8;

small-caliber launchers (6 - 16 mm): ¢1,

large-caliber launchers (23 - 85 mm) : ¢1, 0.9.

8. Correction for piston motion. Analysis of the exact gas-
dynamic calculatlons shows that the forward movement of the pilston
nas some influence on the initial segment of the projectile motion,
increasing the projectile velocity by 0.6 = 0.7 of the piston velo-
city. Conversely, plnton rebound leads to some decrease of the
velocity. Therefore, for the piston of conventional construction,
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we can take, In the firast approximatlon:

V=05V nax:

In the hydropiston case, 1l.e., when the plston forward wall
motion 1s specifically used to increase the projectile veloclity Vl N

1000 - 1200 m/sec, and depends on the piston characteristilcs.

9. Account for heat addition in the launcher barrel is usually
made with the aid of exact numerical calculatlon on a computer. The
influence of heat addition (removal) in the process of projectile
motion can be evaluated approximateiy with the aid of Figure 2.31,
which shows the results of several exact calculations.

chamber pressure

The light gas energy prior to compression initiation is:

—__ma -
07" x(m=—1)"

The piston energy upon reaching maximal velocity (without ac-

count for backpressure):
m V2
g = R D max
p 2

The light gas energy when all the piston energy is transferred
to the gas (compression energy when the project le {8 restrained):

= — M0ty
Egas Eu‘*‘Ep"‘Iﬁ"-%f)"
Consequently, we can write: 5
. ( )Vp max
Qe ___ mee (= -=1
1T

Since:
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we obtain the formula for the maximum llght-gas pressure and the end

of compression:

Puax __ w (x —1) V3 af(1-1) £ @g\V(x=1) .
ots (1 o prfam ) T e YD (o), (2.43)

The quantity QO/Qav is found with the aid of (2.42) and Figure

2.30, if we consider that:

q’ v 13
5o = EY

where Ka — correction for increase of the sound speed.

If we take the launcher operating scheme in which the forcing
pressure is equal to Py = Ppax? the calculation terminates at this j

point, and (2.43) serves only for verification of charge and piston /120
weight selection correctness. ({These quantities are determined when
selecting the basic launcher parameters.) In practice, the forcing
pressure is always less than the maximal pressure p,..; therefore, 1

the true maximal pressure in the launcher is always less than the

value obtained from (2.43).

In the first approximation, the condition Prnax > Py has no

effect on projectile velocity (if the barrel length 1s greater than
100 - 150 calibers). The primary 1influence of Pg is on the maximal

pressure acting on the projectile in the barrel bore. With forcing i
pressure of the order of 500 - 1000 atm, it 1s possible to reduce j

the pressure on the base of the projectile to (0.25 - 0.33)Pp x°

i.e., for p ~ 15,000 - 20,000 atm, the maximal pressure acting

max
on the projectile does not exceed 4000 - 6000 atm. 1
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8.0 B

Therce are several technlques for approximate calculation of

the maximal preasure In the case when Py < S Thece Lechnlques

are based on account for leakage of part of the gas from the fore-
chamber into the barrel. Unfortunately, all these technlques are
unreliable; therefore, 1t 1is best to limit ourselves in the calcula=-
tion to determining Prax? using the technique outlined above, which

serves as the starting point for launcher development.

In developing the launcher, the maximal pressure must be meas-
ured, and then we correct the charging conditions (w, Pg» Gp, etec.),

so as to gradually approach the maximal light-gas pressure specified
on the basis of strength.

The initial pressure Py can be found from the known light-gas
weight:

— ’"1“%
Po-—- Wo’»(' (2.1'“4)
where g — gravity force acceleration; ag — initial sound speed in

the light gas.

The sound speed in the light gas:

a,=\/xgRT,,
where
=38
s
Here, u — molecular weight; TO — 1initial gas temperature.

For helium at TO = 290° K, ag = 1000 m/sec, and for hydrogen

= 1250 m/sec.

at T, = 290° K, a

0 0

10. The light-gas energy is found from the formula:

= ™Ak
Ehe r(r—1)°
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Thig cnerpgy must be lmparted to the llght gas clther by an
electrical dlscharge (igniltlon of fuel) or by compregsslon by a plston

shock wave.

11. The light-gas utilizatlon efflclency:
yes V2
2Fp e

We assumed above that the piston and powder charge weights are
known in advance.

and

this is not always so.

However, Frequently the values of Gp

w must be assumed, and therefore the maximal pressure gilven by (2.43)

may be either lower than the assumed p or, conversely, much higher.

max
Then, it 1s necessary to assume a new charge weight (and, if neces-
sary, a new piston weight), and make a new calculation.

In practice, the charge and piston weight must be selected so
that the maximal pressure found from (2.43) exceeds the pressure
allowable on the basis of launcher strength by no more than 15 - 30%.
The further selection of the launcher parameters is accomplished

experimentally.

After selecting the final value of w, it is necessary to verify
the maximal possible powder pressure (with instantaneous burn-up) :

Af

Pmu—"'—'mo

where F — powder force, A — charging density, a — co-volume(oa - 1).

It is obvious that Pmax should not exceed significantly the

pressure allowable on the basis of strength. (The values of Pmax

can be calculated more exactly using ballistic tables.)

In the case of compression by a shock wav: (dilaphragm=type

launchers), we can conslder for preliminary estimates that the cor-

rection owing to entropy increase 1s 1.8 = 2.0 (for the powder-gas casc).
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The charge welght may be taken as o~ (10=2Um , 1t can be cal-
culated more exactly using ballistlc tables.

This technlque takes into account the basgsic launcher character-

lstics: maximal light-gas pressure p projectile welight g, barrel

max?
length, chamber geometric form — and makes it possible, in practice,
to obtain the launch velocity approximately for any launcher con-
figuration.

This approximate technique for calculating piston-type launchers,
which is based on the exact gas dynamic calculation, provides calcula-
tion with * 5% accuracy, and has been verifled for launch velocities
up to 7000 m/sec. Use of the technique does not require the appli-

1—
)]
no

cation of numerical integration, since all the reguired solutions /
have already been obtained in dimensionless form and represented

graphically.

The fundamental advantage of the proposed calculation technique,
in comparison with the techniques based on the approximate formulas
of classical ballistics (in addition to the fact that numerical in-
tegration of the equations is not required), lies in the fact that
this technique takes into account the wave processes, both in the
powder chamber and in the barrel.

In addition to the scheme examined above for calculation of the
two-stage launcher, this technique can be used to calculate other

launcher configurations.

1. Calculation of single~-stage launchers (using OHHM, electro-
pulsed) 1is made exactly, since this corresponds to the Lagrange
problem for a variable-section tube, which was solved in Chapter I.

2. Launchers with electrical preheat in the projectile move-
ment process — combined launchers — are calculated just as the
piston launchers, but a correction depending on the energy supplled
is introduced into the launch veloclty (see Flgure 2.31).
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3. Launchers with prehcating arc calculated using the same
technlque, since preheating 1s considercd in the valuc of ag (a0

1s the initial sound speed in the light gas). This applies to all
launchers with preheating (multistage launchers).

Thus, all the existing launcher types can be calculated using
the proposed technique.

The Information presented in the first two chapters gives a
quite complete picture of both the principles involved in selecting
the launcher configuration and the methods for ballistic calculation
of the launchers, although there is obviously no claim that this 1s
a complete exposition of the entire store of knowledge which has been
accumulated in the high-velocity launching field.

The blbliography devoted to problems of high-velocity launching
is very extensive. We shall cite only certain studies which we be-
lieve to be of particular interest. Particular note should be taken
of [19], which is a survey paper and includes an extensive biblio-
graphy.

In summarizing the first two chapters, we shall dwell briefly

on the prospects for developing launchers intended for conducting
scientific studies.

Stationary launchers which impart velocities of up to 8 km/sec
to large models (caliber 50 - 70 mm) are widely used at the present
time 1in the fileld of aeroballistics. It appears that in the near
future the muzzle veloclty of these launchers will be increased only
slightly, since further increase of the model velocity (to 10 km/sec
or higher) leads to the necessity for replacing certain launcher
components after each firing.

In the field of impact physics (whcre the caliber of the launch-
ers used 1n the studies 1is usually smaller), with projectile welght

139




of the order of one gram, we can expect extenslon of the launch

veloclity range up to 15 km/sec in the near future.

Here, there will be further development of launchers having ]
individual components which can be replaced after each experiment
(explosive light-gas compression, counterflow launch with the use
of shaped charges, and so on). 1t appears that launch velocities up ;
to 30 - 40 km/sec will be reached with microparticles weighing

10-4 - 10-10 g by using electrodynamic methods, laser beams, high-

velocity jets obtained with the ald of discharges, etc.
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CHAPTER III

MEASUREMENT APPARATUS AND TECHNIQUES

§ 3.1. Preliminary Remarks

A body accelerated by a powder or light-gas launcher can be used
to conduct gasdynamic studies, and alsc to study collision processes.
No matter what type of experiment is conducted with fast-flying
bodies, knowledge 1s always required of characteristics such as hody
velocity, shape, and orientation in space.

In order to determine these and several other characteristilcs,
the ballistic range is equipped with various recording and measuring
apparatus, constructed using electronic components, pulse technology,
high-voltage technology, optics, radlography, and so on.

In the present chapter, we shall describe and systematize the
basic forms of equipment used in ballistic range experiments.

The methods for recording the times at which the models pass
given range sections are examined 1n § 3.2.

Coincidence of the exposure timecs with model locatlon in the
photographic fileld 1s accomplished using clectronic synchronizing
systems of automatic and dlscrete types, and also radar synchroniaing

systems; these arc descrlbed In § 3.3.

1
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The various technlques for measuring Clylnpg model veloclty and
the equipment used for this purposc are descrlbed 1n § 3.4,

Photography of the model positlon at several points of the
trajectory, with simultaneous measurement of the time between expos-
ures, provides recording of the motion space-time relationships whilch
are necessary for determining the model trajectory parameters from
which the aerodynamic characteristics are calculated. The combined
operation of the series of camera statlons and the technique for

measuring the negatives are examined in § 3.5.

.

- Section 3.6 describes the optical and electronic chronographs
° ) used in ballistic studies, and indicates the time measurement accur- /125
acy which they provide.

The principles used in constructing the systems for photograph- ;
ing and visualizing the flow around flying bodies are presented in

: 5 3.7.

Photography of high-speed processes requires the use of special
equipment: short-duration light sources and high-speed shutters. The
description of pulsed light sources and fast-acting electrical shut-
ters is presented in § 3.8 and § 3.9, respectively.

ey

5 - The basic method for studying the impact and destruction pro-
- 7 cesses during the collision of bodies with barrilers is the pulsed
iy radiography technique, which is examined 1in § 2.10.

4 f The capabilities and some examples of telemetry use under
= laboratory ballistic experiment conditions are presented in § 3.11%. !

~ The present study 1s the first attempt to correlate the scat-
f tered literature material. Because of the broad range of questions

*
Section 3.11 was written together with B. F. Padtochly.




examlned, the prescentatlon ig of necesnlly somewhat compreosed, and

therefore the assoclated literature 1u clted at the cond of the book
for morce detalled acqualntance wilth the orlpinal inveotipatlons,

§ 3.2. Passage Time Recording

Mechanical contact systems of the target-frame type have long
gserved as sensors to record the time at which the model passes defil~-
nite sections of the range. Photoelectric, magnetic, and radar

barriers appeared much later.

The target-frames are the simplest and most reliable recording
technique, which has led to wilde use of this method. Target-frames
nave been used basically in working with powder guns; however, they
are also used in ranges with light-gas launchers.

The characteristic features of target-frame use when conducting
experiments with light-gas launchers are discussed in [1]. In that
study, sphere drag coefficlent measurements were made, i.e., experi-
ments requiring not only measurement of the velocity, but also re-
cording of the velocity variation along the range, for which target-
frames mounted at six equally spaced sections were used.

Reference [1] describes two target-frame systems operating on

the circuit-breaking principle.

The target frames are grids made from fine wire, stretched on
insulators or bonded to a substrate of nonconducting material (paper,
f11m). Metal foil can be used in place of the wire.

The simplest target-frame wiring scheme 1is shown in Figure 3.1.

When any target frame wire breaks, a signal recording the time
the model passes the particular range section appears at the output
leasing to the chronograph amplifier. Thils target-frame wirlng
scheme 1s suitable for operation with an electronic chronograpli.
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Wy -
. hro chronopgraph

Figure 3.1l. Wiring scheme of target-frames with
output to electronilc chronograph

To chronograph ;

] Capacitance between
plates and screens 0.02

Kyo Kpn Kyt Ry o
\:5 - A" - Iﬁ:’ohm

Figure 3.2. Wiring scheme of target-frames with
output to optical chronograph

Figure 3.2 shows the wiring diagram of target-frames operating 1
with chronographs utilizing the rotation of drum=-type cameras. When
+he wire stretched on the target=-rrame breaks, first, a pulse arises
(as a consequence of discharge of the capacitance Letween one of the
capacltor plates and the grounded serecn); second, the blanking voly-

apge is removed and the thyratron fires. Olnce the time constant of

1h4h
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the clrcuilt output to the chronograph amplifler 1g relatively long
(4.5 scc), thyratron filring leads to the appearance of a practlcally
constant voltape, which shifts the trajectory of the writlng beam on
the drum by a small step. This makes 1t posslble to avold repcated
beam passage along the same path, as a result of which errors in
determining the time interval duration are eliminated.

Target-frame designs operating on both clrcuit breaking and
circuit making are simple, and therefore there is no need for their
detalled description.

The convenience of target-frame application lies in the fact
that they are insensitive to both electrical and mechanical interfer-
ence, and large areas can be easily covered. In addition, they are
applicable for both luminous and nonluminous models.

A drawback of these recording systems 1s the uncertainty in the
time of circuit breaking (or making), which can be accomplished by
either the nose or tail of the model, and also the uncertainty be-
cause of possible stretching of the wire (or foil). If the model is
metallic, the circuit may close through the model, even al'ter the
wire breaks. The target-frame cannot be located along the trajectory
with high absolute accuracy with respect to dlstance. After each
experiment, .the broker wires must be replaced. Further, tb. model
surface may be damaged upon impact with the target-frame. Model re-
tardation caused by the target-frames affects aerodynamic coefficlent
determination accuracy.

Noncontact sensors are primarily used at the present time to
record model passage time. Such sensors have no influence on model
motion and are not destroyed by model passage, which, 1n the case of
a large number of recording stations, facilitates and spceds up the
experiments conslderably.

The construction principle of the light-beam or, as they are /128

sometimes called, photoelectric recording systems 1s based on uslng
the modulation of a light beam incident on an element which is
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gensltive to 1llumination. Many varilants of the Light barrlerg
operatlng with radiation lying in the vigible (for cxample, [2 = 0])
and, less freguently, the iInrrared speatrum reglong [7, 8] have been
described in the literature. Use of IR hag the advantage that the
recording section can be located 1n the lmmedlate vicinlty of the
camera atatlons without any fear of exposing the photofilms.

The recording systems used
(Figure 3.3) consist of a light
source (S) supplied by direct
current, collimators Kl and K2,

and the photorecorder (¢).
Since the collimated 1light beam
depends on the light source
dimensions, 1t 1s advisable to

use lamps (SG-2, for example)

with "point" filaments.
Figure 3.3. Photoelectric record-

The collimator Kl consists ing system

of a spherical or cylindrical con- )
denser lens Ll and a system of slotted diaphragms Dl’ which form a

narrow light beam and reduce light scattering. In the collimator K2
with the ald of the narrower slots D2, a central zone whose dimen-

sions (height and width) determine the projectile passage recording
region 1s cut from the narrow light beam. The light 1s focused on
the photosensitive element by the second condenser lens L2.

Photodiodes, photoresistors, and photoelectronic multipllers
(PEM) can be used as the photosensitive element. When conducting
experiments with short models, the PEM are most suitable and provide
righ output signal rate of rise. Of the various PEM types, the most
suitable for this purpouse are PrM-11 and PEM-12, which have low /129
noise levels in the regime with constant phctocathode 1llumination
and qulte rigid dynode mounting, which determines the reslstance to

detonation noise arising from the firings.
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Slnce proportional signal amplification lg not requlred of the
P1uM, we can use hiph-reslstance dividers, whlch simplifles the
problem of power supply for a large number of PEM,

The optimal PEM supply voltage, which provides adequate gailn
wlth low nolse level, 1s about 1 kV.

Systems like that shown in Figure 3.4 are used when there is
need for a tall photoelectric barrier while maintaining a high light
beam modulation coefficient.

Light source 'Condenser lenses
BT
el __‘i.,~-,_._4l__ -
) , EIL
el =

igi@?-+*' Light\L:f:j'lPhotodetector
Photodetector sources "slotted

p — surface-coated diaphragms f
mirrors j
a b f

Figure 3.4. Systems for constructing photoelec-
tric barriers of considerable height: a) system ,
with multiple beem weflection; b) system consist- i

ing of a set of illuminators and photodetectors

In system a), the passing body blocks completely or partially a
light beam which 1s reflected repeatedly from surface-coated
mirrors [9].

In system b) [3, 8], height increase is achleved by using sev-
eral illuminators and a corresponding number of photodetectors. From
the viewpoint of operating rellability, preference should be given
to type b), since system a) 1s sensitive to vibraticn.

Flight of bodies at hypersonic speeds 1s accompanied by 1lntensec

luminescence of the gas [7]; therefore, there is no need to use
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11luminators to record passage tlme, slnce the gas gelf-luminecscence
X can be directed with the ald of similar collimators to the PEM
cathodes.

T The difference in the operation of the electronic circults 1s
not significant, and is assoclated with the fact that a signal of
negative polarity appears on the PEM collector, and it 1s possible
to use large loading resistors in the PEM collector circulc.

A detailed description of such a system 1s presented in [T7].
The light-sensitive detector, located on one side of the range, 1s
directed toward a dark field which is created with the ald of an
- optical cavity located on the opposite side. The detector field of
V‘ view is limited to the optical cavity by a system of screens. The
cavity is formed between two metallic sheets which are curved ex-
ponentially; the sheets butt together and are covered at the sides.
The inner surfaces of the sheets

are coated with matte paint

which does not reflect light.
The cavity shape is such that
a beam which enters the cav-
ity cannot emerge. Upon en-

2 i

try of the luminous model
into the wedge-shaped field

of view of the detector, a /130 i
phototransistor in this case, Figure 3.5. Universal photorecord- i
|
a recording signal is generated. ing system
{

The photonelectric systems which are capable of recording both
luminous and nonluminous objects are most convenient because of their
universality [10, 11]. A typical universal system, consisting of a
photodetector and associated light source, is shown 1n Figure 3.5,

In front of tne PEM, which 1s the light-sensitive element, there
is a lens which focuses the central part of the range onto the PEM
photocathode. The light "trap" (T) 1s a slotted collimator which
selects a narrow zone (with vertical dimension 8.4 e¢m and horizontal
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— 2.4 ¢m) that cuts horlzontally across the range. The polnt=type
light source and two flat mlrrors send a narrow light beam 1in the
direction of the zone scanned by the PEM, and the angle between the
light beam and the PEM scan region 1s made as small as possible.
When the model crosses the PEM scan region, both the reflected
illumination and the self-illumination (if present) strike the PEM
photocatnode, triggering the recorder.

The use of spectral systems for recuclng the noilse level is also
possible for recording model passage under conditions of strong lumi-
nosity, created either by the model itself or by the gases issuing
from the gun barrel (which can propagate to considerable distances
along the range). However, the spectral systems require expensive
equipment [7], and therefore are rarely used.

In addition to the photoelectric barriers, noncontact recording /i3l
can be accomplished with the aid of electromagnetic, electrostatic
[12], ionization [13], high-frequency, and radar detectors.

The electromagnetic method is based on the appearance at the
ends of a solenoid (a thin coil with magnetization created either by
direct current or by an annular magnetized core) of an emf as the
metallic model enters and leaves the coill. The solenoid detector,
just as the target-frame, is a detector with low internal resistance,
as a result of which it is easily matched with the supply cable
resistance.

A drawbuck of the solenoid detectors 1s the relatively low slope
of the generated pulse fronts, which makes it difficult to form
signals with high temporal resolution.

A capacitor with holes in the plates through which the model
flies (in the direction perpendicular to the plates) can play the
role of an clectrostatic detector, since in this case a correspond-
ing recording signal will be generated on the capacltor plates.

-
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A passage tlme detector can be created uslng interaction of
high~-frequency radiation with the model material. To thils end, hilgh-
frequency radiation is transmitted 1n the directlon perpendlcular
to the range axls, and this radiation 1s sensed by the detector.

When the model enters the UHF fleld, the detector will record a
weakening of the signal.

These detecilors are not widely used because of poor reliability
and limitations in selection of the model material.

§ 3.3. Synchronizing Equipment

After amplification in amplitude and power, the signals gener-
ated by the projectile passage recording detectors can be used to
trigger the measuring and photographing apparatus.

Vacuum-tube photoelectric detector signal amplifier circuits
can be found in [5, 10, 141].

The amplifier (Figure 3.6) described in [6], thanks to the input
phase-inverting stage (pentode part of Tl), makes 1t possible to am-

plify both the positive signals arising during light beam modulation
by the flying model and the negative signals caused by self-luminous
objects. The stages utilizing T2 perform limiting of the signals

(left half) and "clipping" of the PEM noise (right half). The pre-
sence of the second phase-inverting component (right half of T3)

with input differentiating loop makes it possible to discriminate,
when desired, either the leading or trailing edge of the amplified
signals. A cathode follower (pentode part of Tu) and a thyratron
(TS) serve as the final stages.

A similar circult based on transistors was used in [8]. The
equipnent was tested on 4.6-mm diameter models at speeds from 3 to
6.3 kn/sec.
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Figure 3.6. Vacuum-tube PEM signal shaping amplifier
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Figure 3.7. Transistorized amplifier with
phototransistor sensor

An amplifier for the signals generated by a phototransistor
under the influence of luminescence of the gas surrounding the model [ 7]
is shown in Figure 3.7. This amplifier also uses transistors for

compactness and to eliminate microphonics.

The air luminescence intensity in the stagnation point region
decreases with decrease of the model velocity and the density of the
medium; consequently, the recording channel of this type hags 2 sensi-
tivity threshold. Since this system was capable of recording models
traveling at speeds > 2000 m/sec in air at & pressure of ~ 1 mm Hg,
we can consider that it has high sensitivity, making it possible to
use this system over a wide range of varlation of veloclty arnd

density of the medium.

151




In the case of wldely spaced rccordilng and photographing leldo,

time delay components must be introduced into the clrcult In order Lo
synchronlze the photographlce devlce trig,.ring time with the model
appearance 1n the fleld of observatlion (and also when gtudying the
wake downstream of the model or investigatlon collislon processes).

Reactively triggered circuits of the monovibrator type [5, 16],
single tube reactively triggered circuits of the phantastron type
based on use of linearly varying voltage [14, 16], and delay lines
are usually used as delay elements.

The drawback of the delay lines 1s the necesslty for using /134
artificial lines constructed from discrete elements 1in order to ob-

tain large time delay magnitudes. As a result of this, smooth vari-
ation of the delay magnitudes and their automatic regulation become
impossible. i

The drawback of the monovibrator circuits is the instability of
the generated delays, amounting to 2 - 5%, which is due to the fact
that the output pulse duration is determined by the exponentially
varying coupling capacitor discharge voltage. In addition, linear
variation of the delay duration as a function of the controlling
voltage magnitude cannot be provided when using monovibrators.

Taking this into consideration, preference is given to the ‘
phantastron circuits, which have high operating stability over a long i
time period and linear relationship between the controlling voltage
and the delay magnitude. The phantastron relative timing error can
be reduced tu +0.5%,and the nonlinearity between the controlling
voltage and the delay magnitude can be reduced to 0.1%.

Figure 3.8 shows the complete synchronizing apparatus circuit
[16], conslsting of a PEM signal ampllifier, shaping stage, phantags=- |
tron delay block, output stages, and blocking circuilt.

. The T16N1P two-stage amplifier with integrating loop amplifico

the positive signals (with minimal amplitude 0.1 V) appearlng aerood
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Figure 3.8. Schematic of PEM signal shaping amplifier, phantastron
type delay units, blocking stage, and output amplifiers

the PEM load with partial modulation of the light beam to a suffi- é
cient voltage to trigger the shaping stage. The T2TG3-0.1/1.3 pulse |

shaping stage also performs the functions of a power amplifier, PEM
noise amplitude discriminator, and circuit sensitivity regulator.

The pulse delay block T3 uses a phantastron circuit with a

6Zh2P pentode. Reduction of the charging time of the capacltor in
the anode grid circuit is achieved by the TM6N1P cathode follower. !

~
—
[

The thyratron T7TG3-0.1/1.3 with 200 ohm cathode load remoted

to the spark source serves as the power amplifier.




Stages T5 and T8 arc a phantagtron and the correspondlng, power

amplifler, arranged 1n a simllar scheme, which make 1t poosible to

trigger the system for photographling the model at another scctlon.

The entlre phantastron operatlng interval 1s broken down 1into
three ranges, established by the selector switch SB’ in order to

realize the required accuracy in the magnitudes of the delays
obtained.

The purpose and operation of the blocking circult, consisting
of tubes T9 - T13’ will be examined in § 3.5.

The controlling voltage, which determines the durations of the
delays generated by the phantastrons T3 and T5, is applied to the

terminal CV. The required controlling voltage magnitude can be es-
tablished manually by means of a calibrated potentiometer of the
"range" type.

Because of several factors relating to the field of interior
ballistics, exact specification of the projectile velocity is not
possible. Therefore, in order to obtain delays corresponding to the
model velocity, 1t 1s advisable to use apparatus in which the magni-
tude of the controlling voltage is not established in advance, but
rather is generated in the circuit itself on the basis of actual
model flight velocity.

The block diagram of an electronic unit for converting model
velocity into controlling voltage (automatic control station — AC)
is shown in Figure 3.13, and the functional dlagram and forms of the
voltage variation at different points of the circuit are shown 1in
Figures 3.9 and 2.10, respectively.

The signal I, arising at the 1lnstant the modcl crosses the
photoelectric registration Tleld of the AC station, triggers the

36Zh2P, which generates a delay whose magnitude Tl ia

censtant for each of the bands. The magnitude of the delay T; 1o

phantastron T
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which 13 a linearly dccreasing voltapge pencrator, filres and actlvie

tion of the trigger T6 leads to ilnercage of the penerator capacltor
(2.0 uF) charging time constant. The voltage drop across Tq 1o 11rot
converted into a linearly increasing voltage by the triode T]O’ and

is then amplified in power by the cathode follower T116P1MP.

After arrival of the signal II from the terminal OM of the first
station (see Figure 3.8) at the corresponding terminal of the AC
station, the trigger T5 returns to the initial position, and there-

fore increase of the controlling voltage on the cathode Tll (CV out-

put) terminates. Thus, a common controlling voltage, whose magnitude
is proportional to the time for the model to travel the distance be-
tween the AC station and the first statlon, 1s applied to all the
phantastrons.

The functions of the correction monovibrator T7 are examined in

§ 3.5. Because of component parameter scatter, 1t is necessary to
match the maximal and minimal delays of the phantastrons located
both at a single station and at different stations. The maximal
delay is established at the highest controlling voltage + 200 V, by
selecting the capacitance, and the minimal value at the lowest con-
troiling voltage +40V is established by varying the 27-kOhm variable
resistor. This tuning method makes possible practically independent
regulation of the upper and lower delay limits.

Wiéh the parameters indicated in Flgure 3.8, automatic synchro-
nization system operation is provided in three delay bands, each of
which provides six-fold overlap (in psec): I — from 594 to 3560,
II — from 214 to 1286, III — from 52 to 312.

When conducting ballistic experiments, we also run into several
problems requiring the use of equipment which makes 1t possible to
obtain series of synchronizing signals [17, 18]. The need for such
instruments arises 1n those cases when 1t 1 necessary to photograph

the flylng body at secverally spatlally separated and sequentially
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triggered pulsed rccordling systems. In addltlon, such cqulpment 1o
necesgary in order to obtaln a serles of photopraphs at a slngle sec-
tion — for example, when studylng the wake or scquentlal phases of

the destructlion process,

Figure 3.11 shows the block dlagram of a multichannel synchro-
nizer which generates series of pulses with precisely known time in-
tervals [17]. The signal arising in the recording system when the
model crosses the light beam

activates the trigger control- Impac e
&g exgit.JEPShapEP”“ Freq. |
ling the impact excitation ener. " dividgr
generator. m
‘ Monovi-
brator
After the trigger flips, ol mim ‘HJ‘
the generator begins to oper- N {ﬁz-__ylr-Dis- "F‘égincidence
ate with the same initial Sg*T"]r gger***trib.'~"'pircuit
art e
phase and with constant fre- j\
quency and amplitude. 1In the '
next stage, the sinusoildal Figure 3.11. Block diagram of
voltage is converted into multichanniisiigczzﬁgizzr for bal-

short, nearly rectangular

pulses. These pulses then

pass to a frequency divider with division ratio 32, from which they
enter the monovibrator, which forms broad pulses, equal in duration
to the master generator period.

In the coincidence circuit, the pulse coming from the monovi-
brator singles out one of the pulses coming directly from the shaping
stage. This eliminates output signal "drifting" in time, which
occurs as a consequence of use of the binary-type frequency divider
with high division ratlo. From the coincidence circult, the cali-
brated pulses pass to the dlstrlbutor, equipped with output signal
amplifiers. After actilvation of the final distributor stage, the
trigger returns to the original position, and the generator sipnuls

stoup.
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The maln advantage of the radar gynchronizatlon method 1o
climination of the nced for locating a larpge number of passape do-
Leetors along the range. Instead, we use only a single transceiver
system, which provildes preclse synchronizatlon of the spark light
source triggering times at the moments the model 1s located in the
corresponding fields for practically any number of recording sta-
tlons [19, 20].

Figure 3.12 shows the functioning of a radar synchronization
system (b), and the construction of the transceiving metering head
(a), consisting of a klystron generator (wavelength 3.16 cm),
radiator, parabolic antenna, mixing system, and detector channel.

The transceiving head is located at the end of the range (see
diagram b), and the beam from the SHF radiator is directed toward
the flying model with the aid of a metallic mirror having an opening
for passage of the model and positioned at a 45° angle to the flight
trajectory and to the optical axis of the parabolic antenna.

Part of the electromagnetic radiation is reflected by the model
and returns to the measuring head, where it is mixed with the primary
SHF radiation. Since reflection takes place from a moving body, the
reflected signal changes radiation frequency in accordance with the
Doppler effect. As is well known, when combining signals with close
frequencies, beats arise whose frequency 1s equal to the difference
of the interfering signal frequencies; in this case, the Doppler
frequency: .
LA
A

fp=22—, (3.1)

where V — model velocity; A — primary SHF radiation wavelength.
The Doppler frequency can be expressed in terms of the number n of

beats appearing in the course of the time interval AT:

,D=-ALT.. (302)
Hence, using (3.1), we obtaln:
, LS .
VAT =n 3. (3.3)
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Figure 3.12. Block dlagram of equipment and transcelver
head for radar synchronization method

Examination of (3.3) shcws that, 1f the camera statlons are cqually
spaced along the range at a distance n(A/2) from one another, each
nth beat pulse will appear at the time the model 1s located In the
center of the camera fiecld, regardless of the model velocelity.




t
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To thls erd, the deteeted, amplifled, and chaped beatl glpgnals
enter a digtributor, wherce each nth pulsc 1s dlrected scequentlally

to the corregpondlng camera activallon channel.,

System actlvatlion l1lsg accomplished by & photoelcetrlce passage
detector. The use of a 20-mW power klystron generator 1lg adequatce
for servicling a range 15 m long, when using a 3 cm-alameter model.
Use of higher power generators 1s necessary for smaller model dia-
meters, and also when using very hlghly pointed models.

We note that the microwave diagnhostic methods are used success-
fully for measuring electron concentrations and wake dimensions be-

hind bodies traveling at hypersonic speeds [59].

§ 3.4. Measuring Flying Body Velocityv

The velocity measuring methods can be divided into two cate-
gories: direct and indirect.

The direct methods for measuring the average velocity are based
on measuring the time during which the body travels a known distance
(between two neighboring range sectlons) and, less frequently, by
measuring the distance traveled in a known time [17].

The indirect measurement methods are based on recording effects
whose manifestation depends directly on the body velocity, and there-
fore can be used for determining the veloclity. As an example of the
indirect methods, we shall discuss the velocity measurement method
described in [12]. The model travels parallel to a plate with 1.5
mm-diameter holes forming a chain with 6.4 mm spacivg along the
direction of the trajectory. As the model bow shock wave lmpinpes
on the holes, each of them becomes, in sequence, a source of spheril-
cal waves. In accordance with the Huygens principle, the cnvelope
of the secondary waves will indicate the wave front positlon. OSlnce
the wave envelope slope is approxinately equal to the Mach angle,
after measuring this slope from chadow photographs and Introducing
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some corrcctions for diffractlon, we can calculatce the model velocelty
to within a fow pereent.

The dircet methodg have found wide application in conducting /143
aerodynamic experiments and studying collision of bodles, since they
provide velocity measurement with high accuracy.

A system which does not requlre complex electronic apparatus and
exact equipment synchronization was used in [13, 21, 22] for measur=-
ing veloclity. The basis of the instrument 1s a camera with continu-
ous image scanning (obtained with the aid of a mirror rotating at
constant speed) and a pulsed xenon lamp which flashes as the model
approaches the instrumented section of the range.

The two flat light beams of this lamp, formed by narrow slots
perpendicular to the directilon of flight, cross the test range at two
sections located at a verified distance from one another. These
beams are brought out to different film tracks with the aid of mir-
ror-prism systems. At the same time, timing marks are applied to the
edge of the film by a stroboscopic pulsed lamp. At the instant the
model passes the first slot, it crosses the light beam and creates
a shadow on the corresponding film track. Then, the model crosses
the second beam, and its shadow is recorded on the track on which the
image of the second slot 1s projected. Lamp illumination is cut off
before the slot image begins to re-expose the film. By measuring
the distance on the film between the model shadows and knowing the
mirror rotational speed and the distance between the slots, we can
calculate the model velocity with satisfactory accuracy.

The relative veloclty measurement error 1s made up from the sum
of tre relative baseline and tlme determination errors; therefore,
in order to reduce the velocity measurement error, we must use re-
cording systems with high spatfnl resolution and increase the base=-
line Jz2ngth in the case of not very large values of the delay

parameter CxpS/2m.
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Ir the photoclectric systems with narrow collimator slots de-
seribed above (§ 3.3) arc used as the passage tlme detcectors, and 1f

we measure the baseline with sultable accuracy, wWe cin, generally
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speaking, achleve good measurcment accuracy, even on a short basclline
100 - 300 mm long [6]. Photoelectrlc detectors with amplificrs of
the type shown in Flgure 3.6 or Figure 3.7, with baseline measurement
error of a few tenths of a millimeter and time measurement errcr
amounting to tenths of a microsecond, make it possible to determine
pbody velocity with relative accuracy to within tenths of a percent.

= In this case, the measurement errors are due to nonidentity of

Hf the recording channels with respect to individual channel sensitivity

and with respect to height of the recording field, presence of pos- /144
sible recording field nonorthogonality to the trajectory, appearance

of model angle of attack, and other factors.

However, such accuracy 1s not adequate for many aerodynamic
investigations — for example, when conducting experiments in the
transonic velocity region (where there is rapid change of the flow ;
parameters along the body) and when studying the drag coefficient.

In order to realize the required velocity determination accuracy,
we attempt to minimize the distance and time measurement errors. The
first is achleved by photographing (with short exposure time) the
flying models on the background of a reference system, with subse-
quent measurement of the coordinates on the resulting photographs.

The second is achieved by using precision electronic chronographs
which record the durations of the time intervals between the expo-
sures. In this case, the synchronization apparatus role reduces to
recording the passage times, forming the signals for activating the ;
camera stations, and controlling the timers [4]. Tn order to reduce :
the coordinate measurement errors, the measurement technlques ensure
reliable determination of the body velocity to within hundredths

and even thousandths of a percent.
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§ 3.5. Determining Flyling Model TrajJcctory Parameters

Under the Influence of the resistancc exerted by the medlum,
the model motlion takes on a complex nature, and determination of the
longitudinal center-of-gravity coordinate dependence on the time of
flight 1s necessary in order to calculate the drag coefficient.
Correspondingly, the variation of the transverse center-of-gravity
coordinate as the model travels along the range makes it possible
to find the 1lift coefficient. Recording of the model angular motion
is necessary for determining the aerodynamic moment coefficient. 1In
this connection, one basic problem of fthe ballistic experiment is to
determine the space-time relationships, i.e., the variation in time
of the flying model linear and angular coordinatcs.

The accuracy of the aerodynamic characteristic calculation is

the higher, the smaller the errors of the measurement of the time be
tween exposures, the smaller the errors of the measurement of the
linear and angular coordinates at each section, and the more record-
ing sections there are located along the range.

We noted in the preceding sectlion that maximal accuracy of the
model center-of-gravity spatilal coordinate determination 1is provided
by measurement from "instantaneous" photographs of the model posi-
tion relative to a reference system which is tiea in to the labora-

tory coordinate system. If, in this case, photography 1s accomplished

in two mutually perpendicular directions, the measurements from the
photographs make it possible to determine the angles of attack and
sideslip. Moreover, in the case of photography using optical systems
for visualizing the flow, study of the p >tographs makes it possible
to simultaneously obtain useful information on the flow around the
bodies.

The passage time recording and photography systems are combilned

into station blocks, which are usually spaced uniformly along the

range.

- . e




Figure 3.13 shows the block dlagram of the locatlon of the
stations and timing cquipment [4], which 1llustrates the nature of
the combined operation of the gseries of statlons.

The initiating signal which triggers the instrumentation operat-
ing in the standby regime (chronographs, for example) in this variant
is taken from the first station shaping stage output.

Depending on the chronograph construction, the signals which
control the time measurement systems are taken either from the output
stages, the station power amplifiers, or directly from the spark
source circuits [10, 23]. For direct use of the chronograph indica-
tions in calculations using the least squares method, it is advisable
to trigger all the measurement channels simultaneously, rather than
accomplish sequential measurement of the time intervals between
neighboring stations.

If spark or any other high-voltage light sources are used on
the range, their triggering is accompiished by large electromagnetic
and optical surges, which are capable of causing the appearance of
signals on the detector inputs of the neighboring stations. A block=-
ing system T9 - Tl3’ located at station I (see Figure 3.8), is pro-

vided in order to prevent station triggering from false signals. The
blocking system circuit is activated by a pulse coming from the shap-
ing stage signal of the station past which the model is travellng

at the given instant. The negative polarity pulse which arises
across the 12-kOhm resistor 1s applied to the second grids of all

the shaper thyratrons, blanking them for a time somewhat longer than
the photographic channel delay duration, but shorter than the time
for the model to travel the distance to the next station. Thus the
surges arising during triggering of each given station cannot
activate any other station.

During both manual tuning (MT) and automatic application of the
controlling voltage, the blocking pulse duration exceeds the magni-
tude of the delay resulting from the large values of the tilme delay
capacitors in the blockling phantastron.
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Along wlth the descrilbed method, use 1s also made of sequent.lial
removal from statlon to statlon of a previous applicd blocking volt-
age [24, 25]. In this case, 1n the initlal condition, all the sta-
tions other than the first are blocked by a constant blocking volt-
voltage, which is removed upon triggering of the previous station.
Thus, after recording of the model by the first station, the second
is prepared; the second station, in turn, prepares the third, etc.

In comparison with the first technique, the method of sequential
blocking voltage removal has the drawback that, in the case of random
failure of any station to trigger, all the remaining stations cannot
record model passage, wh. e in the first method, failure of any of
the stations has no effect on operability of the remaining stations,
which results in increased range functioning effectiveness.

If the range is equipped with automatic delay generator appar-
atus, then in experiments with light-weight models 1t is necessary
to use a correction system, because of the considerable decrease of
their velocity along the range (see Figure 3.9). The corrector in-
creases the delays generated by the phantastron of each succeeding
station by means of gradual increase of the controlling voltage.

The pulses which activate the blocking stage (signal III in
Figure 3.10) lead to triggering of the monovibrator T76N1P and the

assoclated trigger TS’ which provides additional activation of the

linearly rising voltage generator. The time of monovibrator stay in
the unstable equilibrium state, which determilnes correction depth,
is established by means of a 1.0-MOhm variable resistor.

We note that a technique based on determining the model position
at predetermined time intervals whose magnitude 1s known with high
accuracy is used in some balllstlc ranges for recording the spuace-
time relationship [17]. In this case, actuation ot scveral scequen-
t1ally positioned camera stations can be accompllished from a single

common detector.
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The requirements imposcd on the tilme recording preclalon and
the time measurement technlque will be cxamined later; In the present
sectlon, we shall examine only the technlque for determining the

model linear coordinates and angles of attack.

The discrete positions of the body in space are found by meas-
uring on the photographs (see, for example, Figure 3.14) the coordi-
nates of the characteristic points of the body and the angles formed
by the model generators with the reference system axes, with subse- /148
guent calculation of the

center-of-gravity coordinates
and angles of attack. In=-
struments of the MIR-12,
IZA-2A, UIM-21, UIM-23,
UIM-24, and other types can
be used for the measurements.

Comparators of the MIR-12
and IZA-2A types must be equip-

ped with additional vertical Figure 3.14. Photograph of model

displacement carriages. The in flight on background of coor-
dinate scale

drawbacks of instruments of this
type are, first, that they can
provide measurement of only a single coordinate and repositioning
of the negatives is required for determining the other coordinate,
and, second, that the instruments are not suitable for measuring

angles.

The UIM-21 universal measuring microscope is a more convenlent
instrument, and makes it possible to measure with a single sctup
both the x and y coordinates and also the angles of the model fencr-
ators to the coordinate axes. The maximal linear quantity rcodout
accuracy is 1 - 10-4 mm, and angular quantitics can be read to
within 30".

The UIM=23 and UIM= 4 universal meacurlyy mlerosopens oy o=

ordinustc and angle me: surcment gcecurocy dontlend with that of frp
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UIM=21 instrument, but are morc convenient in operatlion. The UIM=-273
and UIM=24 instruments are cquipped with screens, on onc of whleh an
enlarged image of the model and coordlnate grid 1s projected; en-=
larged images of the x and y coordinate readout system scalco arc
projected on two other screens, and the 1mages for measurement of
angular quantities are projected on the fourth screen. The scrcens
have green lighting to prevent vision fatigue. Since in this casc
it is not necessary to use eyepieces in order to align the model
image with the instrument coordinate system or to take the readings
from the measuring microscales, the operator's work 1s facilitated
considerably, and therefore the operator's productivity Improves
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significantly.

At the present time, considerable attention 1s being devoted to
automating the process of analyzing the plctures obtained in ballis- |
tic tests and cinetheodolite observations [26]. In the speclalized
analyzers, the analysis results are printed out directly or trans-
ferred to punched cards with subsequent calculation of the center-of-

gravity spatial coordinates on electronic computers.

The conduct of precision aerodynamic experiments is impossible
without careful adjustment of the range optical equipment and tie-in
of the station reference systems to the laboratory coordinate system.
A description of adjustment techniques which do not require the use ;
of specialized instruments is presented in [27, 2].

§ 3.6. Time Interval Measurement Methods

We shall examine briefly the requirements which are imposed on
the apparatus intended for measuring time intervals when conducting

ballistic experiments. ;

The coordinate determination ecrror when ucing precislon photo- i
praphic systems amounts to about 0.1 mm, and further reductlon of ?
this error cncounters severc difficulties. For a tlirht veloelty |
of about 5000 m/sce, the oxposure time rocordim: orrvor corresponding

;
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to this coordinatc crror ias 2 - 10_8. 11 we congilder still higher

velocitles, 1t 1s necessary to measurc tlme In the chronojiraph to

) within 1 - 10-8 gec. Correspondingly, in experiments with flight
speeds less than 1000 m/sec, 1t 1s sufficlent to use chronographs

with time resolution of about 1 - 10~7 sec.

) The use of chronographs of higher accuracy than required in each

- specific case has no significant effect on the space-time relation
B recording errors, which are made up from the coordinate and time re-
' cording errors, since the coordinate determination error will limit
the accuracy improvement.

In addition, the conduct of aerodynamic studies by the ballistic
method involves the measurement of several time intervals (on the

- order of ten or more).

Even relatively small ranges have an "effective" length of about
ten meters; thus, the time measuring equipment must be capable of re-
cording time intervals with total duration of a few milliseconds.

Zgﬂ . We can see that the relative and absolute time measurement /150
: ' errors play a dissimilar role, since the former influences accelera-
- kl”; tion calculation accuracy, while the latter changes the time "scale"

and, therefore, affects only the velocity determination error.

The general questions of time measurement technique are dis- ;
cussed in [28, 29].

We shall examine the fundamentals of the construction of the
. circuilts and specific examples of chronographs which can be used 1n
L conducting ballistic tests.

: B The optlcal chronographs were the first to provide a combino-
=, tion of high resolution with the posslbllity of measuring lom: time

intervals.




The typleal constructlon of the optlcal chronopgraph wns do-
geribed in [2, 46]. The timer 1o a "streak" camer:a utlllialng He0 em-
long light-sensitive £1lm positioned on the Inslde of o clrcular druam,
at the center of which there 1s a mirror mounted at a 45° angle which
rotates at high speed. Marks with 20 usec repectition perilod are madc
on the film with the aid of a pulsed mercury lamp (simultancously
with the signals defining the time intervals), in order to moniltor
mirror rotational speed and film shrinkage. A different mark repetl-
tion frequency can be specified 1f desired.

At the instant of activation of the light source which photo-
graphs the model, part of the light is directed by a system of lenses
and mirrors onto the film, causing localized darkening of the film
corresponding to the signal appearance times. By counting the number
of whole 20 psec marks located between these signals and adding the
"Jurations" of the segments from the nearest mark to the silgnal,
found by interpolation, for each of the signals, we can determine to
within about 0.2 usec the durations of the time intervals between
flashes.

High absolute measurement accuracy 1s ensured by using a quartz
generator to establish the mark repetition frequency.

A laser can also be used in the place of the pulsed lamp to ap-
ply the marks to the film [30].

The drawbacks of chronographs of this type are thelr large di-
mensions, sensitivity to mechanical interference, and the necessity
for using comparators or measuring microscopes for the interpolative

readouts.

The use of clectronic timers is very promising from the vicw-

point of providing accuracy and operating convenlence.

We shallnote several chronograph desipgns in which spiral=gseun

cathode ray tubes are used as Indlcators.
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The chronopraphs of the 1V-13 and IV=-13M typeo [31] have tem=
poral cresolution of 0.1 Wsee, and permlt measurlng a single time

interval of duration no longer than 300 psec. The IV-13MA chrono-

graph can be used t~ record with the same accuracy scveral intervals)

however, the total time recording duration 1s only 180 usec.

The instruments described in [32, 33] are used to measure a
single millisecond time interval to within 0.2 usec.

The IV-22 chronograph provides high time recording accuracy,

equal to 0.02 usec, but permits measuring only a single interval with

duration less than 300 usec.

Instruments which permit measuring long time intervals with
high accuracy are also constrrvcted using the principle of converting
the time interval into a number of pulses which is proportional to
the given interval. This number is recorded by a counter equipped
with an indication system.

The time measurement error, when using counters, depends pri-
marily on the stability of the generator pulse repetition frequency
and the counter resolving time, which determines the discreteness

error.

The pulse generators are usually constructed using a circuit
with quartz frequency stabilization. The day-to-day stability of
such generators is 10=5 - 10-7. Thermostatting further reduces the
instability by several orders of magnitude.

Several variants of counter and commutator circuits with time
resolution equal to or better than 0.1 usec are known (see, for
example [34 - 37]1). The Ch3-9 and Ch3-35 frequency-meter counters
have a dicereteness error cqual to 0.1 wsec.

Time measurement accuracy ig often lmproved by using un clec-

tronic vernler.




Specifically, a time intcrval of duration up to 256 usce can be
measured to within 0.1 upsec, using a chronograph [38] which 1o a com=-
bination of a counter-generator with resolution L usec and a precl-
sion readout system with resolution 0.1 upsec, which serves to reducc
the discreteness error. The vernier system uses a delay lince seg-
ment, and is equipped with a type MTKh-90 indicator, so that the
total time is determined visually.

The need to measure a large number of nonperiodic time intervals
has led to the creation of multichannel timers.

The chronograph described in [39] permits rec<rding six milll-
second time intervals to within 0.1 usec. The chronograph consists
of six identical counters, six commutators, and a common 10-MHz-

frequency master generator.

The chronograph described in [40] uses four counters with 0.625
sec resolution, operating together with a vernier unit using a cir-
cular-scan CRT to measure four time intervals. The time for a single
scan is 2.5 usec. The signal appearance times are marked by short
(less than a full circle) illumination pulses with stepwise varying
scan radii prior to recording of the signal from each succeeding
station. Measurements from the oscillogram make it possible to ob-
tain a "vernier" readout with an error not exceeding 0.025 usec,
and thus make it possible to refine the measured time interval

durations.

Since the problem of measuring a large number of time 1intervals
cannot be solved by simple increase of the number of counting chan-
nels, special chronographs have been developed. These instruments
are based on using either several cathode ray tubes, or one or two
counters, in combinatlion with a system for storing the intermecdlate
indications corresponding to the successively measured time interval

durations.

A ohronograph 1s described in [41] which makes 1t possible to
measure several time intervals of overall garation seven millicec=

onds to within 0.1 pscce by using two cathode ray tubeo.
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The {irst tubce, with spiral scan perlod equal to 200 jigece and
marks denoting 10-psee Intervals, Increascs the total recording time
but does not permit precilse rcecadout. On the zecond CRT with 20 times
faster scan, and consequently 20 tilmes smaller step, only the splral
segments corresponding to the ends of the measured time Intervals
are illuminated in order to avoid merging of the sweeps. Thesc
"fast" spiral segments, wilth timing markers every 0.5 uscc, serve
for preclsion readout.

The chronograph of [42], consisting of two identical counters
and two systems for readout of the intermediate indications of the
counter triggers, a dual-beam CRT memory, and a commutator, makes it
possible to measure about a hundred time intervals of duration up to
13,000 usec to within + 1.2 usec. The instrument operating principle
is as follows: when measuring time by one of the counters, the 1lndi-
cations of the other counter, corresponding to the previously meas-

N
'_l
1
(A

ured interval, are output to the CRT by means of a special interro-

gate system.

Figure 3.15 shows the block diagram of an electric chronograph
[43] for measuring approximately 40 time intervals with accuracy
0.02 usec, constructed using a single counting channel with resoclu-
tion 1 psec, a block for transferring the intermediate counter indi-
cations into the memory system, and the vernier unit. The memory
system is constructed similarly to the preceding instrument, except
that the linear-scan-type vernier indication is output to the second
beam of the CRT. Thus, the oscillogram presents the time intervals
in binary code and the corresponding series of vernier scans.

Prior to arrival of the signals defining the time Intervals,
the counter continuously counts the pulses of the 1l-MHz-frequency
quartz oscillator. The first signal arriving at the instrument input
triggers scan I and the stroblng pulse generator, which generates a
positive pulse of duration 1.5 usec. The strobing pulsc enters the
coincidence cilrcult, which passes a single counting pulsc. The
amplified colncldence pulse passes through the 0.Y% poce delay 1ine
and triggers the disconnect moncovibrator, which blanks the ampiifier

17
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[T for 3 psce, l.c., it dilsconneets the counter for thrce counting
pulses. In the courge of thilu t,Ime, the counter 1o dInterropated

and 1ts 1ndlcates arc recorded,

The interrogate blocklng generator is triggered by the front of
the disconnect pulse, wlith 1 upsec delay. The pulsc from the block-
ing generator enters the ilnterropate clrcuilt and triggers scan LI,
From the output of the 1nterrogate circuit, the ccunter 1ndilcation,
in the form of a sequential series of pulses, passes through the
amplifier III to the tube vertlcal deflection plates, and is recorded

in scan I1I.

The input pulse is applied to scan I with 0.5 usec delay, and
the 1-MHz timing marks and the interrogates pulse pass through the
mixer. The interrogate pulse must be input to scan I in order to
eliminate the ambiguity of + 1 period of the quartz generator sig-
nals; it serves to correlate scan I of the input pulses to the first
and last counting pulses of the corresponding time interval.

The chronograph described in [44] nukes it possible to record
14 sequential time intervals of duration from 64 usec to 16,448 usec,
each to within 0.02 usec. The instrument is based on the principle
of counting the number of microsecond pulses during the measured tlme
intervals with simultaneous oscillographic recording of the time of
arrival of the pulses defining the time intervals on a type 23L051

circular-scan CRT.

Counting of pulses with l-usec repetition period in this chrono=- /150
graph is also accomplished by the single binary counter from which
the information 1s taken sequentially to the corresponding columns
of a matrix consisting of cold cathode thyratron memory clements (4517,

The coupling and interaction of the chronogruph elements are

easlly followed in the block dlagram of Fipure 3.16.

After arri-al of the initiating signal, the monovibrator 1

activates, opening the cclector I, and thus cnerglainge the Instrument
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for a tilme eatabllched in accordance with the cxpected cexperiment
duration. After passing through the gclector and amplifiler, the slp-
nals defining the time interval fl1p the trigger controlling sclce-
tors II and III into the position in which selector IT 1s open and
sclector III 1s closed. At this point, the counter stops, and count-
ing beglns 1n the delay counter.

In the course of the delay time, equal to 64 usec, inf'ormation
is taken from the primary counter and transferred into the menory
matrix; then, with the aid of the automatic reset block, the counter
is set to the original position. After completing the operating
cycle, the delay counter puts out a pulse which flips the trigger, as
a result of which selector II 1s blocked and selector III 1s opened,
and the primary counter again begins to count off the next time
interval.

In addi:ion, the pulses from the input signal amplifier are
input to the monovibrator II, which generates bias pulses 8.5 usec
long and controls the radial scan generator, which provides stepwise
compression of the circular scan to prevent overlapping of the sweeps.

Analysis of the oscillogram (see Figure 3.16), consisting of
parts of coaxial circles of no less than 140 mm diameter, which are
broken down into segments 0.2 uscc long, makes 1t possible to count
the number of microseconds and fractions of a microsecond to within
0.02 microsecond. This time is a correction of the total time read-
out, taken from the indlcations of the corresponding matrix column.

The standby operating regime is quite convenlent, since 1t per-
mits 1dentify the group of signals between which the time intervals
are measured from the series of pulscs arriving at the instrument
input. This makes it impossible for the chronograph to trigger from
random signals prior to and after conduct of the experiment.

A single 5 MHz quartz-stabllized master oscillato:- *s used 1In

the chronograph. All the other signal frequencles required for

176




r
. .

instrument operation arc obteined by dircet divislon of the magter

oscillator frequency, which eliminates the "raclng" phenomenon.

Since the measured time interval duratlons are determlned to
wlthin + 1 usec directly from the indicator matrix, 1t 1s possible to
obtaln fast estimates and monitor the experiments being conducted
without the need to develop, dry, and analyze the oscillograms.

The time measurement problem cannot be considered separately
from operation of the detectors and the circuits for forming the
"time" signals, and also transfer of these signals from the detectors
to the ~hronograph. Serious attention must be devoted to determining
the operating point on the detector signal diagram, relative tn which
the "time" measurement is made. The operating point should be
selected so that the stability of its temporal coordinate will be

maximal.

Realization of time measurement with accuracy on the order of
hundredths of a microsecond requires careful specification of the
program in each indlvidual case and control of the process of detec-
tor signal conversion into electrical pulses.

The degree of detector standardization should be subjected to
periodic verification.

Analysis of the phenomena taking place in commuuication lines
indicates the necessity for matching detector output resistance, line
characteristic resistance, and chronograph input resistance.

Another significant factor influencing time measurement accuracy
is the presence of electromagnetic and frequently detonation inter-
ference, accompanying the conduct of the experiments. General pro-
cedures relating to the methods for eliminating these interferences
or reduclng their influence cannot be defined, and in most cases

individually approved techniques are used.
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§ 3.7. Visualization Methodg and Pholopgraphlic Systems

High=speed photography 1s the primary source of Informatlon when
conducting aerodynamic studies, and also experlments lnvolving the

study ot collislon and destructlon processes.

When photographing flying bodles with the use of any flow visu-
alization system, we can obtain various data on the flow around the
bodies. At the same time, we can determine from these photographs
the "instantaneous" values of the model center-of-gravity coordilnates
and angles of attack.

The shadow method, the schlieren or Toepler method, and inter-
ference methods can be used to visualize compressible gas flow.
These methods are based on the fact that the local refractive varila-
tions index caused hy density variations influence light ray propaga- /158

tion, and this results in screen illumination variation.

The optical visualization methods make 1t possible to study
flows without causing any disturbance in the stream and obtain infor- i
mation on the entire region being observed simultaneously.

Moreover, since the "detector" is the medium itself, the lag
phenomena associated with inertia of the recording instruments are
naturally absent.

-

Figure 3.17 shows the path of a it

light ray in the case when an optical bt

, —_ —_ - o

nonhomogenelty schlieren is en OptTeal 8

countered along the ray path. The nonhomogeneity g
(schlieren) 0 \

disturbed ray A' strikes the screen
at point B' at the instant of time t'. Figure 3.17 Ray path in
Correspondingly, the undisturbted ray A optical nonhomogenelty
would arrive at point B of the screcn at
the instant of time . With the ald of spcelal optical apparatus, we
can record on the screcen either the ray linear displacement B2' -

(shadow method), the anpular defleetion v (sebhlioren moethod ), or * e

phase lars t' -t (Interferometor method). ;
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The reccordlng of combinatlons of these coffccets is also posoible.
Along with the visualilzatlon methods mentioned above, wlde use 1o

also made of various modificatilons of these techniques.

The optical flow visualization methods are described 1n detall
in numerous original studies and monographs [14, 47 - 5533 in the
present section, we shall examine some features of their application
in ballistic studiles.

The shadow visualization method ("luminous point method") 1is
extremely simple and, specifically, when photographing in diverging
rays does not require any optical equipment. Since a large number
of photographic stations are used when conducting ballistic experi-
ments, the shadow method has found very wide application because of
its simplicity. Since during photography in diverging light rays
there is distortion of the image of three-dimensional objects, and

determination of the model coordinates and angles of attack definitely

require the introductlon of corrections, preference is given to
photography in parallel rays in two orthogonal projections.

Figure 3.18 shows two versions of shaidow photography systems
in parallel rays with external location of the photographic equip-
ment. Figure 3.19 shows a system with internal location of the
equipment [5]. In the latter case, the parallel light beams are
created by the silvered parabolic reflectors 6 and 7 and point light
sources 5. The model is photographed in the mutually perpendicular
light beams 1 and 2, yielding on the films 3 and 4 horizontal and
vertical shadow projections of the flow pattern around the body.
A similar system was also used in [8].

The light sources used in the shadow instruments ("luminous
point method") must have small lumlnous zone linear dimencions,
since otherwise it is impossible to obtaln adequate spatial resolu-
ticn. The magnitude of the blurring d, owing to the finite lipht

source diameter D, can be estimated from the formula:
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Figure 3.18. Shadow photo-
graphy in parallel rays: a)
system using point light source
and objectives; b) system with
parabolic reflector

FPigure 3.19. Shadow photo-

graphy in parallel rays with

internal location of the
apparatus

where 1 1s the distance from the
object to the cassette, and f 1s
the objective focal length.

As is well known, the shadow

method records the second deriva-
tive of the density, which makes

it possible to use this method for recording shock waves, tangential
discontinuities, turbulent phenomena, and other gasdynamlc processes
which are accompanied by rapid variations of the refractive index

gradient.

With account for diffractional phenomena [55, 56], the shadow
method provides simple and reliable determination of data, such as

shock wave location and shape, separation point locatlon, flow de-

tacnment angles, boundary layer reglme and thickneos, and wake

peometric patterns [H7, Y&, 611,
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The basle drawbacks of the shadow method are its comparatlvely
low sensitivity and, slnce this method 1s based on recording ray dlc-
placement, the appearance of geometric distortions of the modcl con-
tours. Diffractional phenomena, which show up more strongly the
greater the sensitivity of the method, lead in turn to Imapgce sharp-
ness deterloration.

Other significant drawbacks of the shadow method are the diffi-
culties in analysis of the results and the limitations in obtailning
quantitative information, which reduce to determination of the den-
sity at the apex of the axisymmetric shock wave [62, 63].

A schematic of the shadow method, with diaphragming of the beam
in the receiving part of the optical system (schlieren method) is
shown in Figure 3.20.
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Light source
Cassette

ObJective 1 Objective 2
Knife~-edge diaphragm

Figure 3.20. Schematic of shadow method with
diaphragming of the light beam in the receiving
part of the optlcal system

As an example of a schlierern photogratp obtained with horizon-

tal knife-edge alignment, Figure 3.21 shows model flylng in air, wilth

P=1atm, M=2.74, and Re = 9 . 100,

There are many different schlieren system varlants, but in
practice prefererce 1s glven to the scheme with parallel ray passage
through the region under study [10].

A parallel light beam 1s creatod by the objoetive 1 (oeo Flyrure
3.20), while the objective 2 focuccs Lho ran coptral plane on Lhe
cassetto. A Foucault knlfe edge or diaphraym of some ot her Uy

loeated at the focus of the objective 2o In the progcree of
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schlicren in the ray path, part of the defleeted rays 15 bloeked by
the dlaphragm, whlch lcads to change of the sercen 1lluminatlion 1n

the replon where the schlleren are focussed.

In place of the diaphagm, we can also use a grid, whlch 1o
located either in the focal plane of the objectlve 2, or is shifted
out of the focal plane along the optical axls (defocused diaphragm
method).

Severe requirements in re-
gard to absence of nonhomugene-
ities and spherical and chroma-
tic aberrations are imposed on
the optics used in the schlieren
system. Most suitable are the
long-focus objectives, and large

diameter reflector-meniscus ob-

jectives are usea 1n schlieren

instruments. Figure 3.21. Schlieren photo-
graph of model flying in air

(M= 2.74, Re = 9 - 10°, p = 1

The schlieren method makes atm)

it possible to detect refractive

index gradients and permits

quantitative determination of the magnitude of the first derivative
of the density [49, 52, 53, 55]. Even relatively small, but sharp,
density variations are clearly recorded on the schllieren photographs.

The addition of a pair of parallel semitransparent mirrors
mounted at the edges of the reglon under study permits signifilcant
schlieren systur: sensitivity increase [64]. A schlicren system with
double ray passage through the optlcal nonhomogencity ls deserlbed
in [59, ©60].

Sincee the sehlleren and the cavsctte gre loeatoed Inoconjuroto
pluncs of the objecetlve 2 in the schlicren instrument, the dmouge of
the {lyings model 1o undlistorted,
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In thogce

cuses when 1t

1a degirable to obtaln photographs on o

1 : 1 gscale — for examplce, when recording the space-tlme dependencoe

of flying bodies, the obJectlve 2 1s posltloned co that the sehlieroen
and the cassette are located 1n the principal conjugate planes of the

objective,

i.e.,

at twice the focal distance from the objecctlve.

We

note that optical systems analogous to Figure 3.20, but not equipped

with knife-edges or diaphragms, have found application 1n photograph-

ing the silhouettes of models with minimal recording of the optical
nonhomogeneities of the medium [25, 58].

Both point-type and line-type light sources are used in the

schlieren instruments.

they are more effective in relation to light output.

The interference method [49, 50] has the greatest potential

The line~-type sources have the advantage that

capabilities in relation to obtaining quantitative data.--With the
we can record the refractive index varia-

aid of the interferometer,

tion and, consequently, we
tion of the density of the

In ballistic studies,

ferometer,

meter operating principle 1s as follows.
source arriving at the first semitransparent mirror is split into two
coherent rays, one of which passes through the range region under

whose schematic

can determine the corresponding distribu-

medium.

we normally use the Mach-Zehnder inter-

can be seen in Figure 3.22.
The 1light ray from the

The interfero-

study, while the other passes through a compensator which regulates

Light source

Semitransparent

mirror
Objective,m==

wdBoL

P
Adjustable
mirror

Pigure .24,

Test regilon

Objective,
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mirror
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= Fixed mirror

cassette

-
-
-

intorofopom o




the ray path differcnce.  The rays arc recomblined by the second
semitransparent mirror, and the Interfercncce pattern 1o projeetoed
onto the cassctte., By varying the adjustable mlrror anpgle, we can

establlsh the spacing and slope of the Interfercnce fringes.

Variation of the "working" ray opllical length (the optleal
length is the product of the refractive 1lndex by the ray path lengih)
is accompanied by proportional shift of the interference fringes.

Measurements of the fringe shift make it possible to determlne /163
the refractive index change, and therefore the change of the denslty
of the medium (since the density is linearly related with the re-

fractive index).

The theory and application technique of the Mach-Zehnder inter-
ferometer with single-mirror regulation are presented in detall in
[49, 66, 67]. An original interferometer design with parabolic
mirrors is described in [68].

The direct use of interferometers in ballistic experlments 1s
described in [12, 65, 66, 69 = 72]. As an illustration, Figure 3.23

1

shows an interferogram of the flow past a cone in air, with P =

atm and M = 2.35.

At the present time (along
with quantitative studies of
plane and axisymmetric density
fields), studies of three-dimen-
sional flows [73 - 75] have been
initiated as a consequence of
the fact that suiltable interfero-

meter measurement ftechniques have
been developed. Consequently,
the cupablllities of the optlcal

'L ) O f’ Aj' 1ng TZ ‘: { . C -y oy 3 0

methods for studylng pacdynamic Plinre 3,09, It fororram of

flow pact a cone in alr (M =
DL3n, Po=o 1l oatm)

flows have expanded signlficantly




The sengitlvity of the various flow visuallzatlon methods in

examined 1n [49, 52, 55, T6].
The density measurcment methods bagsed on absorption of varlous
sorts of radlation [49, 54] arc effcctlve only at log pac pressurcs

and, therefore, are not used 1in practicc 1n balllstlc studics.

§ 3.8, Pulsed Light Sources

One of the most important requirements Ilmposea on the photo- /164
graphic systems used in balllstic studies 1s short exposure duration.
An exposure duration of 0.1 usec is required, 1n order that blurring
owing to body displacement not exceed 0.1 mm, even at ¢ velocity of
1000 m/sec.

In addition, the photographic system must make it possible to
obtain images of high clarity (resolution) which permit studying the
details of the flow pattern and permit measurement of the model

spatial coordinates with adequate accuracy.

, Another important requirement is photographic system construc-
?"}; tional simplicity and operational rellability, since a large number
of photographic stations are normally used in ballistic ranges.

; The process of blur spot formation, assoclated with rapld move-
*x&¢ ment of the object being photographed, 1s studied 1n L7713,

Analysis of the various high-speed recording and cinematography
- methods, from the viewpoint of obtaining space=-time information, 1o

) made in the detailed survey [78]. ;
;o :
? f _ The techn’gques and capebllities of high=speced photography uislng 1
f optical-mechanical systems are examined in detall in [51]. !
i o _ 1
g_;' The need to ensure high temporal and spatial resolution s
j photography of the model at sectlons spread o . along the range hin i
;' , led to relatively rare application of high-sp red cameras for
"




conducting acrodynamle cxperiments In laboratory balllatle rangeen,
Lxamplegs of the use of cameras In balllistle studlen can be ound

in [71].

Hipgh=speed cameras (usually together with systems for eencratlng
serles of sequentilal light flashes) arc ucced primarily for studylng
essentlally unstcady processcs [83], such as wake development behilnd
podies [59, 80], shock wave propagation, colllslon phcnomena, cte.

The high-speed camera version termed the "time magnifier", in

which image separation 1s achieved optically (by selecting the mutual
positioning of the pulsed light sources, the object belng photo-
graphed, and the film cassette) 1s a simple design, and makes 1t
possible to obtain series of high quality photographs of high-speed
processes.

Spark "time magnifiers" of various types are described in [18, /164
79, 83 - 891]. ;

The high-speed photography method most widely used 1n balllstlic
ranges is photography with the aid of pulsed light sources of short
duration.

The primary light sources used are gas discharge lamps and spark
generators, in which the i1llumination source is gas heated to high
temperature by current passing through the gas. These sources and
their power supply circuits and control circuits are exceptionally
simple, and they consist of a small number of component parts.

The systematizatlon and description of various gas=dlscharge
lamps are presented 1n [52, 90, 91]. The gas=discharge lamps arc
highly economical, permlt variation of the radiatlon Intcenslity and
flash frequency in wide limits, have long operating 1ife, and are
stable In operatlon. Inert guses or mercury vapors arc usced In the

gas=discharge lamps 1n order Lo tnerense the luminous effletoncey.
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However, becausce of gag afterglow — whlceh 1o partlcularly long,
In the lnert pases, the minlmal gas-digceharge lamp 1ight flosh duro-
tlon amounts to about 1 ugcee, whlceh permlis thelr use only 'or Lhe
solution of partlcular ballistlce experiment problems.  Another dls-
advantapge of the gas-dischorpge lamps 1o the relatlvely large luminous

reglon dlmenslon.

Spark gencrators uslng dilscharpe in alr arce the pulsed light
sources most widely usad 1n ballistic ranges. This 1s cxplalned by
the fact that the light flashes generated by the spark sources can
have a duration of the order of 0.1 psec, and brightness adequate
for operation of the schlleren instruments. The spark source radla-
tor luminous region (luminous body) dimensions may be small; conse-
quently, the spark light generators are used with success in shadow
photographic systems to provide the reguired spatial resolution.

Many spark generator designs are described in the literature.
They are all based on the same principle, and consist of a capacltor
(or coax line sezment) which is charged from a high-voltage scurce
and discharges at the required instant of time through the spa.k gap
(7, 10, 92, 93].

In such light sources, initiation is accomplished by a discharge
between an auxiliary (third) electrode and one of the primary (work-
ing) electrodes.

Pulsed 1light sources are characterlzed by the following threce
basic parameters: brightness of the luminous body, duration of the /166

generated light flash, and the spectral composition of the radiation.

The results of studies of the discharge processes 1n puloed
light sources, presented in [90 = 103], have made 1t possible to
identify the factors which inf'luence the brightness and duratlon of
generated light flashes.

Since the maximal current in the spark circult i defined by

the cvxpresslon:

VR




[ 3 l I l

t mu"‘"“l/(‘ (.5-”\)

and the discharge time constant 1o

i '17*" N (3.0)
‘ Le 2L
t
where U — breakdown voltage; C — condenser capacltancc; L -— Induc=-
tance; R — resistance; we see that reductlon of the Inductance leods

i to increased energy release rate in the discharge gap, and conse-
quently, other conditions being the same, lincrecased flash brightness
and reduced flash duration.

The use of short coaxial cable segments with low characterilstic

impedance, which is achieved by using as the dielectric barium titan-
ate, whose dielectric constant is of the order of 1000, as capacltors f
has been proposed in order to reduce the discharge loop inductance |
: as much as possible [104]. A coaxial cable segment only 16.5 cm long

and having about 0.01 uF is sufficient for forming a current pulse

of duration 3 - 10-8 sec. Mounting the discharger directly on the f

capacitor makes 1t possible to eliminate lead inductance completely.
The duration of the resulting light flashes is 0.1 usec.

A similar principle was used in constructing a spark light pulse
2

of duration 0.25 usec and maximal brightness 4 - 107 candles/cm
(corresponding to brightness temperature ~ 40,000° K)[93].

The discharges in inert gases have well known advantages in
relation to luminous cefficicncy; nevertheless, 1n those cases when
it is necessary to obtain short duration swark flashes, prefercnce

1s glven to gases with lower molecular weight, particularly nitrogen
or alr, at atmospheric or elevated pressure, since the afterglow 1o

less 1n these gases.

In order to avold the afterglow caused by metal vapors, the

electrodes arce made from tungsten, which has high melfing and
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vaporlzatlon temperatures. In additlon, increcage of the distance /167
between the elcctrodes is accomplished by shortenlng of the 1llght
pulse duration.

It was shown in [97] that there is a minimal light pulse duration
for each discharge energy. Without analyzing the reasons for thils
phenomenon, we simply note that for discharge energy equal to 1 Joule,
the minimal.light pulse duration at the 0.35 level is about 0.14
usec; tor discharge energy equal to 0.7 Joule, the corresponding
Auration is about 0.1 psec; and for discharge energy 0.15 Joule, the
du~ation is about 30 - 40 nsec.

The description of several light source variants having light
pulse durations of 20 - 60 nsec can be found in [96, 105 - 108].
A pulsed light source of still shorter duration (v 2 nsec) 1s de-
scribed, for example, in [109].

The drawbacks of the three-electrode sources include the diffi-
culty of ensuring high luminous body position stability and the in-
evitable initiating spark influence on the light rulse parameters.

Figure 3.24 shows a spark generator [81], in which capacitor
discharging is accomplished through two gaps in series, which elimi-
nates both of these drawbacks. The source operating principle can
be seen if we turn to Figure 3.25, which shows a modification of the
subject light source which makes 1t possible to obtain a series of

sparks in the same radiating gap 12 by using a corresponding number
of discharge loops having thelr own control gaps Zl.
In order to use the source in the shadow photography scheme
e using the "luminous point" method, the light from the radiating dis-

charge channel is emitted through a hole of about 0.5 mm diameter,
R drilled in one of the electrodes.

e When using the source in schlieren photographic systems, pointed
ke tungsten electrodes are used 1n the radiating gap, and are positioned
‘ in a slot cut in a ceramic. The presence of a substrate ensures
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high lumlnous body posl-
tion stability, and at
the same time makes 1t

possible to 1lncrease the
length of the gap, thus
increasing the luminous
efficiency.

With condenser capa-
city equal to0.047 uF
(condensers of the KOB-4
or K-15-4 type), charged
to 15 kV, the light pulse
duration at the 0.5 level
is about 35 nsec, and at
the 0.35 level — about
50 nsec. With working
voltage 9 kV, the light
pulse durations at the 0.5
and 0.35 levels are about
25 and 40 nsec, respec-
tively.
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Figure 3.24.
1 —— plexiglass posts; 2 — brass rod;

Spark light source:

3 — condenser; 4 — transformer; 5 —
tung: ten needle; 6 — needle holider;
7 — porcelain tube; 8 — transformer

mounting cup; 9 — high voltage elec~
trode; 10 — high-voltage resistor;

11 — nut; 12 — brass disk; 13 —
plexiglass disk; 14 — condenser; 15 —
housing for mouvnting electrodes; 16 —
resistor; 17 — intermediate electrode;
18 — molybdenum needle; 19 — insula-
tor cup; 20 — nut; 21 — washer; 22 —
molybdenum insert; 23 — molybdenum cap

1, 2, 3 — electrodes

y — controlling (initiating)
electrodes

C — capacitors

y
77, R — charging resistor
i} C, — isolating capacitors
Aig R] — potential equalizing

n@ U
L 3
Q//

Spark light source for obtaining serles of
sparks in a single gap

Figure 3.25.
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resistor
17, — control gap
lp — radlating gap




The 1llght source Intensilty i1s adequate for uce 1n photography
using the schlicren method (with the TARB-451 instrument), and 1n the

Mach~Zehnder interferomcter of the TE-42 type when using a llght /169

filter with 20 R passband.
Figure 3.26 shows spark source circuits with a single gap and

initlating devices. Also shown 1s the typlcal geometry and position-
ing of the primary and initiating electrodes, which form a thyratron

+250 500V

Figure 3.26. Spark generator control scheme:
a) initiation with aid of pulsed transformer;
b) initiation with aid of pulsed thyratron

system. Initiation of the light sources with two gaps i1s accomplished
by means of similar devices (see, for example, Filgure 3.25).

In scheme a), source initiation is accomplished by a low=voltage
thyratron and pulsed step-up transformer. In scheme b), initiation
1s accomplished by a type TGl1i-326/16 high-voltage hydrogen-filled
thyratron. The initiating pulses can te applied either to the
grounded electrode (scheme a), or to the high-voltage electrode
(scheme b). In the latter case, it is necessary to introduce an
isolatling high-voltage capacitor (v 390 pF) and & potential equaliz-
ing resistor (v 100 k).
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These schemes make 1t possible to 1gnite sources with a delay
of about 1 psec, and scatter — about 0.1 psce |95, 111, 112]. We
note that the thyratron triggering time and 1ts scatter decrease 1f /170
the 1nitiating pulse has polarity opposite that of the ungrounded
electrode, and if the initiating pulse front slope 1s increased.

A thyratron which triggers with nanosecond accuracy is described
in [112]. A short delay time is ensured by placing the thyratron in
a freon atmosphere and increasing the operating voltage to 50 kV.

Methods for synchronizing two spark sources, necessary when
photographing in twe planes, are shown in Figure 3.27. Scheme a),
which is the simplest synchronizaticn variant, iniifiates the second
source (with operating voltage 25 kV) with a delay of about 80 nsec,

UL KV ) —
100m I /2 Hom T/2
S S,
kL —tl — .é?t-ﬁi
c
| J
b)

Figure 3.27. Scheme for controlling two spark
sources: a) sequential activation; b) initiation
with short delay time

and 10 nsec scatter of the lastant of initiation. 1In those cases

when more precise synchronization 1s required, it is advisable to

use scheme b), which as a result of using a two-conductor line en-
sures the appearance of spark flashes with 50 nsec time difference
and second source triggering time scatter about 2 nsec.

The signals denoting the instants at which the pulsed light
sources trigger, which are required for timer operation, can be ob-
tained eilther by recording the excitation pulses in antenna loops
[4, 10], or with the aid of voltage dividers [7, 112], as shown 1n
Figure 3.26, or by means of photodetectors and a llghtgulde system.
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Since 1n the latter verslon the "tlme" sipgnals arce formed dircctly

from the light signals, thig provides maxlimal tlme rccordlng accuracy.

A pulsed source of exceptionally short llght pulses, of about
2 nsec duration, whose operating principle is based on illumination
of a CdS target under the influence of a high-density electron stream,
is described in [82].

The source provides essentially monochromatic radiation with
wavelength 5300 8. The wavelength can be altered by suitable target
material selection. As a consequence of target heating during elec-~
tron bombardment, the radiation band has a width amounting to 1% of
the wavelength. Thanks to the monochromaticity of the radiation,
the use of light filters is permissible if it is necessary to elimi-
nate self-luminosity of the objects being photographed.

The energy of the light pulse emitted by a source with target
diameter 14 mm is equal to 0.025 J. When using dlaphragms, the source
can be utilized, specifically, for photography using the "luminous
point" method in ballilstic studies.

The use of lasers as light sources for high-speed photography
has been initated relatively recently. The pulsed light source,
sed on the laser, has exccptionally high radiation Intensity and
is monochromatic (line width less than 0.5 ), and has space-time
coherence and high directivity. In addition, photography with ex-
posure times on the order of a few nanoseconds is possible with
operation of the laser in the pulsed Q modulation regime.

The high brightness of the laser light sources [113] makes it
possible to use them for photography with external illumination of
strongly luminescilng objects, and also for high-speed microphoto-
graphy. For example, results are presented 1in [115] of photography
of an exploding tungsten wire on the background of a diffusion screen
illuminated by a Q-modulated ruby laser having several memawatts
radiation power. A descrlption 1s glven in [113 =~ 122] of laser use
for shadow, schlieren, and interferometric plasma studlies.
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The combination of lagsers with hiph-gpeed camerapn or clectron=-
optle converters opens up possibilitles for clnephotography with
nanogecond exposure duratlons and pleture frequency of about 15 - 100

frames per second [123 - 127].

A unique "time magnifier" with exceptionally high time resolu-
tion (exposure duration 5 nsec, tlme between frames 10 nsec) is de-
scribed in [128]. In this instrument, the flashes of a laser operat-
ing in the giant pulse mode are separated optically by a system of
semitransparent mirrors, located so as to ensure different light beam
path length. As a result, there are formed from a single laser pulse
four signals, shifted in time by magnitudes corresponding to the
optical path lengths. In order to reduce gralniness, a diffusing
screen 1s introduced, and the self-luminosity of the process being
studied is reduced by an interference filter. This "time magnifier"
makes it possible to study phenomena taking place with velocities

up to 10)4 m/sec.

Casette

The high intensity and short
duration of the flashes created by
the laser light sources nave led
to their use for ballistic studies

[129 - 138]. Photodetector
In [133], a laser in which Q Moderi”
modulation was accomplished by a ) '
Kerr cell served as the source of Diffuse | ﬁight source
light pulses of duration ~ 30 nsec regﬁiﬁging

for photographing models of various ]
' Figure 3.28. Schematic of
form, flying at speeds up to 7 km/sec. setup for photography in

A schematic of the photography system reflected laser light

is shown in Figure 3.28. A similar

technique was used in [136].
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b Shadow photography in porallel llght rays of bodles in f'reo
______ flight with the ald of a pulsc-nmodulated laser was performed In [129,

P 130, 136], with the cexposurc duration reaching 5 - 15 nscc. The
5‘} photographlic system optilcal channels did not differ in principle from

those shown in Figure 3.20.

Thanks to the use of a laser light source with 5 nsec duration,
photographs were obtained in [130] of a model flylng at 600C m/sec,
which permitted obtaining information on the model geometric charac-
teristics with accuracy better than 0.05 mm.

? ' Analysis of the cited studies shows that the use of pulsed
lasers as sources of short light flashes is advisable, particularly

when studying model material ablation.
;;f¥ The appearance of lasers, whose radiation has high space-time
o coherence, has stimulated development of the holographic investiga- _
W . tion method [134 - 163].
a |
_ 4 The basic principles and possible applications of laser holo- /173 ;
graphy are presented in [141, 142, 148]. 3
. Several dual-beam holography system variants are known. In this
L case, the hologram 1s a photographic record of the interference pat-
SR tern which arises on the photofilm during interaction of the wave
J: coming through the nonhomogeneity being studied and a reference wave

(see, for example, [135, 1621).
i

L » Reconstruction of the image 1s achieved by placing the hologram
; in the path of a coherent light beam with the same wavelength, if

certain geometric relatlons are satisfied.

The use of lasers, which gererate nanosecond band 1light pulses,
. makes 1t possible to obtain "instantaneous" holograms of definite .
: moments of gasdynamic and other high-speed processes, and thus per=
mits us to essentlally “freezc" the wave fronts corresponding Lo

T,
o these moments of time. After roconstruction, the wave front Te=
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corded on the hologram can be studicd in detall by varlous optleal

methods (shadow, schlicren, interferometrlc).

The description of the technigue for forming pulsed laser radia-
tlon with monochromaticity and spatial coherence (mode selection)
necessary for'holography by a laser operating in the glant pulse
generation regime can be found in [136, 162].

In order to illustrate the specifics of hclography application
in ballistic studies, we cite [134 - 136, 161]. The diagram in Fig-
ure 3.26 [134] shows the basic elements of a pulsed ruby laser,
controlled by a Kerr cell (or Pockels cell), the l-ser beam expander,
and the holographic part of the apparatus, which consists of a beam
splitter and three surface coated mirrors. The instant of laser

90%

reflectqQr

Diaphragm, ‘~.<
p V%H«"’-“M"’ —=_. ——1—-
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.polarizer. -
% Xenon. Ej 15m
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- A
o |Surface.
7 | coated
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Figure 3.29. Pulsed holographic setup
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tripgpgering 1s synchronized by the passing model and "pumpling" of the

- ruby crystal 1s accomplished about 1 msec carllcer.

i The authors of [161] used a ruby laser to obtain holograms of
a model flyir.z at 2 km/sec.

In [135, 1371, two holograms were photographed on the same photo-
L- film (with approximately equal exposures), without the flying projec-
: tile, and then at the instant of projectile passage. A two-dimen-

if sional interference pattern, analogous to that obtained using the
conventional interferometer, was observed upon reconstructing the

- wave front of this dual hologram.

k. Several advantages of holographic interferometry have been
noted, primarily the absence of the need to make precise adjustments

and use precision optical elements.

An important advantage of holographic interferometry — in com-
parison with the Mach-Zehnder interferometer, for example — 1s the
possibility of obtaining holograms with broad angle of continuous
scan of the fields being studied, which 1s necessary for studying
three-dimensional flows and, specifically, the influence of shock
waves created by a discharge on the flow around flylng bodiles [110]
and density fluctuations in wakes [115].

We can mention other possibilities for laser use in ballistic
studies — for example, for recording the passage time [136] and for
measuring projectile velocity in the gasdynamlc gun barrel [164].

§ 3.9. Electrical Fast-Acting Shutters

Model movement in alr at hypersonic speed 1s accompanied by
intense luminescence of the surrounding gas, and collision of a body
with a barrier causes the appearance of a bright light flashj there-
fore, fast-actlng shutters must be used 1in order to photograph the
;- radiation of such processes. Since the shutters open for only a
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very short time, the photographlc matertals arce protected agalnnt

long-term actlon of the luminous object radiatlon.

Fast-acting shutters are based on the Faraday [94, 165, 1661,
Kerr [6, 94, 167 -= 174], and Pockels [180, 181] effects. In addi-
tion, electron-optical converters [182 - 183], televislon [175 - 17717,
and photoelectronic [178] systems can act as high-speed shutters. An
important advantage of the electrical shutters is the possibility of
thelr syncnronization with definite moments of the process being
recorded.

The phenomenon of light wave polarization plane rotation by a
magnetic field 1s called the Faraday effect. A schematic of a mag-
neto-optic shutter is shown in Figure 3.30. The optically active
element is a glass cylinder F with

polished ends, usually made from Polarizer Analyzer

heavy flint glass. At the two ends Radiation L an A
of the cylinder, there are the pol- ——-—-::E—~ fl [
arization filters P and A, crossed 1 Al
at a 90° angle; therefore, in the - J:i
initial state, light cannot pass * Yok V' A
through the shutter. . i Sngglgc o
In order to open the shutter, & +
it is necessary to rotate the light Figure 3.30. Schematic of

light shutter utilizing the

polarization plane through m/2
Faraday effect

along its path from the polarizer P
to the analyzer A.

With the light directed parallel to the magnetic field, the
magnitude of the polarization plane rotation angle a is determined
by the magnitude of the magnetic field intensity H and the length
. of the path traveled by the 1light:

Y a=WHI, (3.0
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where W — cooff'lelont of proporticnallty (Verdet constant), which
depends on the nature of the materlial, temperature, and wavelength
of’ the 1iight.

The magnetic fileld of intensity H required for short-tcerm open-
ing of the shutter 1s created in a solenoid by discharge of the capa-
ciltor C, and the light source — if external illumination is used —
is the pulsed lamp S, controlled by the thyratron T. Sequential
activation of the pulsed lamp and the sclenoid ensures synchroniza-
tion of the moments of illumination pulse appearance and shutter
opening with the corresponding phase of the phenomenon under study.

The relations which make it possible to evaluate the required
voltage U) and capacitance C, which ensure pulsed opening of the

shutter, are presented in [96, 165, 166]. The operating voltage is
usually 10 - 20 kV, and the condenser capaciltance varies from one
to several microfarads.

The minimal exposures obtained using magneto-optic shutters are
relatively long — of the order of one or two microseconds.

Considerably shorter exposures are provided by the shutters us-
ing birefringence in an electrical field (Kerr effect).

The 1limit corresponding to the minimal exposure duration of such
a shutter is determined by two factors: the presence of parasitic
interelectrode capacitance and the relaxation time T of the Kerr ef-
fect 1itself. It was shown ir [78] that the time interval associated
with the exlstence of parasitic capacitance and inductance can be
determined roughly as the time for light to travel a distance of

the order of 1 cm, 1.e., 3 - 10-11 sec. As for the Kerr effect

relaxation time, it can be evaluated from the formula, due to Debye:

hnnrs
T:-—k—g-lr—-' (3'7)
where n — internal friction; r — average molecular radius; k —
Boltzmann constant, T -— absolute tomperature. Calculations mad
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for nitrobensence yleld =101 gee. Thus, we can state that, for the
Kerr cell,operating as a fast-acting shutter, the Limltlng cxpopure
11

time 1g about 10~ qec.,

The constructionof the Kerr cell and the shutter control elrcult
are shown in Figure 3.31, a and b. The cuvette, filled with an optl-
cally active substance, usually nitrobenzene, is located between ftwo

14 KV,
: 10
p A
Light c"f. 500,
e -.I1lumin- n
% * ating
Polarizer |Ana yzarSpaPkJ HM,EJQ
gap 1
a - Tr
Start 3"

Figure 3.31. Kerr cell ontrol scheme:

a — Kerr shutter; b —- circult for applying
opening voltage to the Kerr shutter

crossed polarizers P and A, where the first acts as the polarizer
and the second is the analyzer. A voltage pulse, whose duration
determires the time during which the shutter stays open, is applied
to the plates of a condenser immersed in the nitrobenzene.

Under the influence of the voltag- applied perpendicular to the
1ight propagation direction, the nitrobenzene becomes capable of bil-
refringence. In this case, the polarized light components with
electrical vectors directed along and across tnhe external fleld will
propagate in the same direction, but with different veclocitles, and
the amplitudes of botlh beams will be the same 1f the enterlng llght
polarization plane form a 45° angle with the directlon of the elac-
triecal field. The difference in the beam propagatlon velocetties
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leads to a phase shlft, and consequently, with addition of the com-
ponents, to rotatlon of the polarlizatlion plane through the corrcgponding,
angle. The magnlitude of the phase shift ¢ 1s proportional to the

square of the electrical fleld intenscity E, the path length I traveled
by the light in the fleld, and the Kerr constant B, which depends on

the birefringent fluld type and condition, and on the wavelength

of the light:

= BIE?,
¥ (3.8)
If we ignore the losses assoclated with 1light absorption, the
intensity I of the light passed by the shutter 1s related with the
incident light intensity I0 and the magnitude of the phase shift by
the relation:

,' = l:} Sill? (‘.":'r) = -,2-“— Siﬂ" (RH’Ea) (3 . 9 )

We see from Formula (3.9) that the maximal light intensity which can /178
be obtalned at the Kerr cell output is 10/2, with phase difference
¢ = 1/2.

Using (3.8), and denoting the distance between the electrodes
by h, we obtain the expression for the voltage at which maximal
shutter opening takes place:

_3.102. 4 (3.10) 3
vzel ° i
We. should point out the nonlinear dependence of light transmis-
sion by the Kerr cell on the applied voltage. According to the data
of [94], 50% of the maximal flux passed by the cell flows with a
voltage amounting to only 70% of that corresponding to complete open-
ing. This phenomenon 1s useful when modulating the cell by short
voltage pulses of trapezoidal or triangular form.

One verslon of a control circult for the Kerr cell, which opens g
with the appearance of an external 1llluminatlion pulse, 1s shown in
Figure 3.31b. The initiating pulse, amplified 1n voltape by the
transformer Tr, triggers the thyratron Tj, as a consequence of which
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negatlve voltage pulses of approximately 4o kxV arisc at the clrcult
points A, B, and C, and breakdown of the 1lluminat.ion gap (or 1gni-
tion of a light bulb) takes placc. At the same time, the Kerr cell

opens,

Since the time constant for dilscharge of the capaciltance C2 1s
considerably shorter than that of the capacltance Cl’ after some time
the thyratron T2 triggers, and this removes the voltage from the Kerr

cell and closes the shutter.

The drawbacks of this circuit are: impossibility of obtaining
small shutter opening durations with the aid of this circuit, in-
stability of the shutter stay time 1in the open state, and relatively
low shutter triggering time accuracy. '

g+ 50KV

Figure 3.32 shows a circuit intended
for generating pulses to open the Kerr
shutter for microsecond time intervals.
The activating voltage is applied to

the left-hand electrode of the Kerr ? E { }
cell when the thyratron Tl triggers, EEWE [ R, cell R Ev,G{
and is removed by arplying to the right- {_;j v ggaj
hand electrode a voltage of the same Stért é

magnitude after activation of the :
Figure 3.32. Circult for

" .
thyratron T2. The time hetween the applying long opening
noments of triggering of the thyra- pulses to tg:rKerr shut-

trons is determined by the length of
the delay cable Dl’ and can be reduced to 3 usec.

A Kerr cell 1s described in [168] which has large aperture
(2 x 4 cm at the entrance, and 3 X 4 em at the exit), and duration
of the shutter stay in the open position equal to 5 nsec, which makes
it possible to photograph fast-flying bodies at speeds up to

20,000 m/sec.
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Figure 3. 33. Circuit for pulsed Kerr cell con-
trol which provides short exposure times

A schematic of the synchronzier, modulator, Kerr cell, and ex-
ternal illumination pulse generator 1s shown in Figure 3.33. Forma-
tion of short-duration and high-intensity pulses 1s accomplished
using coax cable segments D1 and DM’ and thyratrons T1 and T2, which

play the role of switches.

When the thyratron T2 fires, a negative voltage pulse with ampli-

tude equal to half the charging voltage and effective duration about
5 nsec, determined by the length of the cable segment Du, appears at

N
'—l
(@ o]
(@]

the end of the cable DH’ which is connected with the Kerr cell.

By varying the length of the delay cables D2 and D3, we can

specify the required time intervals between arrival of the initlating
signal and the moments of triggering of the illumination pulse gen-
erator and the modulator which opens the Kerr cell. If the generator
based on the thyratron T3 is used for synchronization of sone phe-

nomenon (exploding wire, for example), then we can photogreph vari-
ous stages of the process by varylng the delay magnitude. If the
generator based on T3 is used as an external light scurce, then by

selecting the lengths of the cables D2 and D3, we can achleve
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coinceldence of the moment of cell opening with the moment when the
11lumination source brightness reaches 1ts maximum. The synchroniza-
tion accuracy achlevable by this circuit 1s on the order of a nano-

second.

An analogous system using a Kerr cell with aperture 1 x 0.6 cm,
and duration of the open condition about 30 nsec, 1s presented in [6].

Since when using thyratrons the

Kerr shutter aperture is limited by +50kV

the maximal anode voltage on the thyra- 100w Line

trons, a Kerr cell modulation scheme(Fig- 100 —

ure 3.3&) was proposed in [112, 170], in ol |“Light 'E‘ Kerp
which commutation is accomplished by a W _ ;P source !5 cell
thyratron immersed in Freon-12 (the Start

thyratron is enclosed by a dashed Figure 3.34. Circuit us-
ing thyratrons for pulsed

line) and, consequently, the supply Kerr cell opening

voltage can be increased to 50 -~ 60 kV.

Suitable connection of a long line segment made i1t possible to
form shutter activating pulses 50 nsec long, and synchronize the
moments of opening with the light flash peak.

A drawback of the Kerr shutters is the large light loss in the
polaroids and in the nitrobenzene, which absorbs the blue part of
the spectrum, amounting to 55 - 70% of the total light flux entering
the shutter.

At the present time, the Kerr shutters are being systematically
improved, and new electro-optically active flulds are bzing sought

[179].

In those cases, when it 1s necessary to use shutters with higher
1ight transmission coefflcient, we turn to the crystalline Pockels
cells, in which the optically active elements are, for example,
potassium dihydrophosphate crystals KHZPOM (180, 209, 210]. The

electrical field 1s applied parallel to the crystal optical axls and
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| the direction of lipght propagation. The optlcal effect depends
- linearly on the electrical fleld intensity and the optlecal path
- length of the light in the crystal.

. We note that the durations of the light pulses generated by
1 pulsed lasers are determined by the openling time of the Kerr or
Pockels electro-~optical shutters used in the lasers.

A shutter with exposure time less than 1 nsec, whose basic ele-
ment is a Pockels cell located between two Glahn polarizers, was
reported in [181]. The shutter makes it possible to obtain laser
radiated pulses with 0.6-nsec risetime, with small synchronization

scatter time.

Electron-optic converters (EOC) [182 - 189] have also found wide ,

application for high-speed photography of fast processes, particularly i

% : low-brightness processes. A schematlc of a photographic camera wilth
EOC is shown in Figure 3.35.

Control system Diaphragms

Objective :
: - P = '-'-—11/J

9 r@ Ty ] .
/ -_ T = |
Objective = N7 j§ Film %

Photocathode’ /VShutter V' Luminescent screen
Focusing electrodes Deflecting i
electrodes |

Figure 3.35. Camera with EOC

The EOC is a high vacuum instrument, consisting of a semitrans-
parent photocathode, a system for accelerating and focusing the
emerging clectrons, and a lumlnescent screen. The instrument oper-
ating principle is based on the fact that the light image projected
onto the photocathode 1is converted into an electronic image, which
in turn is transferred with retention of its clarity to the lumines=
cent screen, wherr 1t 1is reconverted into an optical lmage. Here,
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the cnerpy of the accelerating clectrical fleld makes 1t possible for
even the simplest EOC to lncrease the lmag: brightness by one or two
orders of magnitude, and by thousands of tlme 1In the cascade-type LOC.

The cameras whilch have now been developed using EOC as fast-

N~
’_.I
o
N

acting shutters [183 - 185] make possible photography with exposures
shorter than 1 nsec. The time resolutions achievable using EOC are
exceptionally short ~1u: —q0-n sec [182].

In addition, an important EOC advantage is the relatively easy
possibility of obtalning, with the aid of electronlic deflecting sys-
tems, series of frames positioned on different parts of the screen
[183].

The OEC's can be used in conjunctionwith various high-speed
photographic systems and pulsed light sources, including lasers.

If we introduce a delay between the moment of transmission of
the light "packet" generated by a pulsed laser and the moment of EOC
opening, then, depending on the magnitude of the delay, segments of
space positioned at various distances from the recording system will
be photographed. The depth of the examined segments will be equal
to the distance travelled by the light during the exposure time.

Since only certain segments are scanned, and objects located in
the foregrouid and background remain in darkness, such a recording
system is a :sort of "photographic radar" [186, 187].

Reference [188] describes EOC application for photographilng
phenomena taking place during hypersonic (6 = 9 km/sec) body impact
on a barrier, and [211, 212] report on EOC application for photo-
graphing flying models.

The limitations in EOC use are assoclated with the presence of
geometric image distortions and the small dimensions of the photo-

cathodes and screens.
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§ 3.10. Pulsed Radiography

The penetrating ability of x-rays 1s the factor which determines
the application of pulsed radiography.

Photography in x-rays makes 1t possilble (when using light-pro=-
tective screens) to record processes which are accompanied by strong
luminescence in the visible part of the spectrum. Such processes
include flying body collision with barriers, behavior of models and
sabots in the immediate vicinity of the barrel muzzle (7], and explo-
sive phenomena (explosives, fine wires under the action of large

currents [190], and so on).

Pulsed radiography makes 1t possible to observe the form and
position of the projectile in the launcher barrel bore, and also to
study unsteady processes (for example, fracture phenomena and shock
and detonation wave propagation) in media which are opaque in the
optical wavelength band.

Obtaining a series of sequential x=-ray photographs with simul-
taneous chronometry of the moments of photography makes 1t possible
to determine the velocity and acceleration, and also to study the
variation in time of different phases of the observed process.

Simuitaneous use of two x-ray tubes makes 1t possible to con-
duct stereoscopic and orthogonal photography [1911].

When conducting studies using pulsed radiography, we take into
account three criteria: the size of the x-ray radiation source,
exposure duration, and thickness of the material though which the

x-radiation passes.

Pulsed radiographic studles of high-speed processes arc made
either with the aid of a single, multiply-radiating x-ray tube or
with the aild of several x-ray tubes operating sequentially at glven

time intervals.
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In the first case, 1t 1s necessary to use a hipgh-spced cine
camera. In ivhe second case, it 1s necessary to use a number of cas-
‘ settes equal to the number of tubes, and spatlal separation of the
?} images 1s achieved by suitable geometric positioning of the casscttes
: [192], similar to the situation in the spark "time magnifiers"

- (see § 3.8).

The block diagram of a pulsed radiography setup for studying
high-speed processes using a single x-ray tube 1s shown in Figure 3.36.

D,, D,, D, — electromagnetic
1 2 3
pickups
- Base Cassette with
- o 4R film and ampli-
o fying screens
Chrono=1 Magnets , Barrier

raph II Recordin
E_L ingse |

‘ nggg Antenna
yn— HV usse Chrono
recti-i~volt. l \” &-
%%} fier gener 1

Figure 3.36. Block diagram of pulsed radiography setup

The system consists of the x-ray tube, cassettes with film and
intensitying screens, pulsed voltage generator, synchronizing block,

and recording and measuring equipment. !

The x-ray tube 1s a high-voltage vacuum (pressure in the enve- i

lope less than 10—4 mm Hg) diode or triode capable of generating

x-ray pulses of short duration and high radiation intensity, which

makes 1t possible to obtain the required darkening of the film in

spite of the short exposure time [213]. For this purpose, short

current pulses reaching several thousand amperes, with voltage from

a few tens of kilovolts [193] ("soft" radiation) to severual million

volts ("hard" radiation) are passed through the tube. The hirh clec-
tpical current density in the tube is provided by uslng autoclec- /1Ll

tronic cathode emission with subsequent development of plasma

discharge.
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The constructlion of a demountable x-ray tube of the dlode type
[192], operatlng at about 1000 kV, 1s shown 1n Flgure 3.37.

The plexiglass tube envelope
1 s mounted on the metal base 2,
to which a diffusion pump is con-

nected in order to create a high
vacuum in the envelope, since

the demountable tube requires

continuous evacuation. The tung- Figure 3.37 Demountable Xx-ray

sten anode 4, mounted in the tube
holder 5, is a needle with 4 - 5° 1 — tube envelope; 2 — metal
base; 3 — cathode; 4 — anode;

angle at the tip and 3 mm dia- 5 — anode holder; 6 — dia-
meter. The cathode 3 is a steel phragm; 7 — regulator
ring, with 1ts sharp edge facing

the anode. The anode holder 5 1s attached to a rubber diaphragm or
bellows 6, as a result of which the anode can be aligned with the
tube axis by adjusting screws. The required distance between the

anode and cathode 1s established by the regulator 7.

The tube generates x-radiation pulses which can penetrate 10 -
15 mm of steel, and has quite sharp focus (diameter about 3 mm).

Sealed type pulsed x-ray tubes, which do not require continuous
evacuation, consist of similar basic elements.

Along with the drawback of requiring continuous evacuation, the
demountable x-ray tube has certain advantages: the possibility of
perlodic cleaning and sharpening of the electrodes.

Impact type generators or pulsed transformers are used to obtain
the high pulsed voltages which are applied to the tube.

In order to study the operation of the lmpact type pulsed

voltage generator, we turn to Figure 3.38, which shows a schematlc
of the GIN-500 generator, speclally designed for pulsed radlography.
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Figure 3.38. Pulsed voltage generator

In the initial position, all the capacitors C (0.0l wF), con-
nected in parallel, are charged from a high-voltage rectifier through
the kenotron and resistors RO and R. Upon triggering of the thyra-

tron SO’ point 1 is at ground potential, and the voltage between

points 2 and 3 doubles, which leads to breakdown of the discharger

S. and, consequently, of S2, S3, and SM' As a result of this, capa-

1
citors C are connected in series, and a pulsed voltage exceeding the
supply source voltage by five times 1s applied to the tuoe. The
pulse duration is determined by the effective capacitance and induc-
tance (v 25 pH) of the discharge loop.

Firing of the thyratron S0 is accomplished by a pulse formed in

the synchronizer. The synchronizer (see § 3.3) also provides the
required delay of the signal coming from the model passage detector /186

D3 (detectors of the elecctromagnetic type are shown in the schematic).

One of the circuits shown in Figure 3.26 can serve as the sync
output signal amplifier.

In those cases when 1t 1s necessary to synchronize the operation
of several tubes or transmit a series of signals to a single tube,
we use multichannel synchronizers, similar to those described 1in
[17, 18], or artificlal delay lines with differcnt number of element.s.

When using synchnronizers which generatbce pulses with uncallbrated

time intervals between pulses, it 1ls necessary to measure Lhe time




W Intervals between tube tripggering times 1n order to determine tLhe
s rate of development of the proccgs belng studled,

Since hlgh-voltapge dlscharges are accompanied by strong eclectro-
magnetlc surges, on the one hand, we must take measures to prevent
- random equilpment triggering and, on the other hand, we can use a

chronograph with antenna input for measurlng the time (chronograph I
in PFigure 3.36).

The detectors Dl and D2 (the detector D3 can also play the role

of D2), located at a known distance from one another, and chronograph

IT make it possible to measure the projectile velocity prior to i
impact with the barrier. 1

Considerable success has recently been achieved in creating
radiography systems generating pulses of duration less than 100 nsec
[194 - 199]. Specifically, [199] describes systems capable of gen-
erating 20 nsec duration x-ray pulses using a diode type tube
- (length 40 cm, diameter 10 cm) with conical tungsten anode, which
provides an effective radiation source diameter of 5 mm. The X=ray
radlation pulse intensity scatter is about 1%.

The impact generator used in the system is capable of generating
2-MW pulses, with current intensity 5000 A. Compactness of the
pulsed voltage generator and reduction of the interference czused by
the generator are achieved by installing the generator in a hermeti- g
cally sealed metal container. Freon-12 (pressure 2 atm) 1s used as
the insulator between the fiberglass generator case and the container.
The generator case 1s filled with nitrogen at 5 atm pressure in
} order to reduce the spark gap inductance.

-"‘} This system permits radiography of moving objects through 9 cm-
2;'f thick steel and 28 cm-thick aluminum shields, with a distance of onc
- meter between the radiator and the object.
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The minimal cxpogure time provided by modern pulsed radlopgraphy
unlta is 3 nsece [19%5, 196].

The cheracterlstics of radlography unlts in whlch a singlce tube
1s used to obtain a series of pulses are presented in [193, 195,
200, 2017].

When using tubes which generate dense electron beams, 1t becomes
possible to photograph fast-flying bodles and collision processes in
electron beams (betagraphy) [194, 196].

Reference [196] reports obtaining high-contrast images (20-mi-
cron dlameter particles are recorded with the aid of dense electron

beams, 4000 A/cmz, accelerated to an energy of 600 keV). The ex-
posure time is 3 nsec.

High speed phenomena can also be studled by photographing the
luminescence which arises when bombarding the object of observation
with fast electrons. Since the radiated light properties depend on
the object material, such photography can yield additional informa-
tion,

Of considerable interest is simultaneous photography in x-ray,
electronic, and visible light beams [196].

The use of combined pulsed x-ray and television systems 1s very
promising for studying the collisions of bodies with barriers [214].

§ 3.11. Telemetry Methods

External observations of the trajectories of bodles make 1t pos-
sible to identify only their integral aerodynamlc characteristics
(drag coefficient, 1ift coefficient, moment coefficient, etc.). The
use of quantitative optical methods for determining the gasdynamic
parameters on the surface and near models, In the general case
(large angles of attack, nonaxisymmetric three-dimensional bodies),
runs into major difficultiles.
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Because of thls, telemetry methods are used to measurce the
pressure and temperaturce distributlon over the model purface. Telo=
metry systems can also be used to measure the axlal and angular ac-
celerations and, consequently, the forces and moments actlng on the
bodies. Still another important advantage of certaln radiotclemetry
methods, in comparison with the optical study methods, should be
noted: the possibility of continuous parameter recording during
flight.

Effective use of telemetry encounters at least three obstacles:
high load factors, which lead to destruction of the telemetry equip~-
ment during acceleration in the launchers; small calibers (about 10 /188
mm) of the high-speed firing systems, which require miniaturization
of the telemetry components and impede transmitting antenna installa-
tion; and the limited ballistic range flight time, amounting to
several milliseconds for ranges of "average" length, in connection
with which it is necessary to develop fast-response detectors and

use equipment which provides fast data collection.

The telemetric research methods are now widely used, and we can
consider that the ways to overcome the basic difficulties 1in thelir
realization have been found. The conduct of telemetry measurements
is becoming an inseparable part of the total ballistic research
program, the absence of which would lead to loss of an important
fraction of the information obtailned.

The following telemetry utilization fields are particularly

useful.

Of considerable interest are telemetric pressure measurements
[7, 202] — specifically, base pressure [203] and pressure near the
flow separation points, study of which in wind tunnels is compli-
cated by interference between the model and its support.,

The telemetry measurement methods are called on to play an im=-
portant role in studylng unsteady aerodynamic phenomena, study of

which requires contlinuous parameter recording.
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The ugse of telemetry measurcment methods in also advigsable when
studying transonilc flow around bodles, since in thls case the load
factors during model acceleratlon are low and the problem of reccover-
1ng and protectlng the models 1s easlly solved, which makes it pos-
sible to use multlelement radloelectronilcs.

Telemetry can also yleld extremely useful Information on rate-
of-rotation model vibration frequency and amplitude [202, 2041, and
consequently on dynamic stability over a wlde velocity range.

Telemetry measurements of the model surface temperature make it
possible to obtain thermal flux and boundary layer data, which are
particularly valuable in the hypersonic speed range. The most im-
portant study areas are the stagnation point region (11, 202, 204 =
207] and the model base region [203].

Using suitable detectors (for example, phototransistors or lead-
sulfide radiation receivers), with the aid of telemetry systems we
can record the intensity of the radiation reaching the model and,
using detectors analogous to the dual probe, we can measure the
jonization at the model surface [204, 206].

Modern telemetry systems can be arbitrarily divided into radio=-
telemetry (multielement systems) and single-channel systems.

Analysis and systemization of the ballistic telemetry system
construction principles are presented in [208].

Radiotelemetry systems can provide for information transmission
over long distances, practically regardless of model spatial orienta-
tion relative to the receiving antenna, and in the gencral case pcr-
mit simultaneous measurement of several parameters.

The large load factors experilenced 1n the acceleration process,
reaching several thousand g, have required radio component selection
and ruggedization, and the use of printed circuits. The technology
for translstor ruggedization 1s presented in [7], and reduces
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baglcally to flrst potting the elements with acryllice resln (to pre-
vent deterloration of the frequency characteristlces), and then with
cpoxy resin with varilous fillers, which are capable of providing
plasticity and hardness. DProcedures feor silicon coatlng of transls-
tors are discussed in [205].

Measurement result transmission 1is accomplished basilcally by
frequency modulation, since in thie case variation of the recelved
signal magnitude does not affect the measurement accuracy. Frequency
modulation is accomplished by varying the capacitance or Inductance
of the transmitter circuit. Pickups of "capacitive" or "inductive"
types can serve (completely or partially) as the transmitter.

The transmitter carrier frequency is selected in the range from
50 MHz to several hundred MHz. Increase of the frequency 1s useful
from the viewpoint of increasing the radiating antenna efficlency.

Figure 3.39 shows a schematic
of a transducer-transmitter [7,
203], consisting of a Hartley oscil-

lator and a capacitive pressure
transducer connected directly into
the carrier frequency circuit.

The inadequate stability of
such signal generators, due to the _
influence of load factors on the Thermistor

assembly and the electronic com- Figure 3.39. Schematic of
radiotelemetry transmitter

ponents, has led to the use of more
complex measuring and transmitting
device configurations. The use of two oscillators was proposed in
[204, 205]: carrier and subcarrier frequency oscillators. The first
serves as the radlo transmitter, and the second serves as a fre-
quency-modulated transducer, which controls the carrler-frequency
oscillator.
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Alternating transmission of a reference signal and the measured
silgnal has been suggested [204, 205] for monltoring drift of the

>
IS

subcarrler frequency. Such a system, in which perlodle callbratlon
1s performed, can improve measurement accuracy slgnificantly.

The capaciltive transducers used to measure pressure at the riag=-
nation point [7] and in the base region [203] are miniature conden-
sers, one plate of which 1s a thin elastic membrane which deflects
under the action of the pressure and thus alters the condenser capa-

citance.

Most of the transducers used for measuring temperature 203 -
2067 are based on variation of the active resistance under the influ-
ence of the temperature. Transducers operating on the thermocouple
principle are also encountered [202].

The difficulty in creating temperature transducers lies in the
necessity for simultaneous satisfaction of such requirements as low
inertia and strength. "Resistance" transducers are made by applying
to glass very thin (about 0.1 micron [205]) platinum films, which
are subsequently peeled off to form flat 2 - 4 x@ resistors. The
quite high transducer output impedance makes them suitable for use
iri semiconductor circuits.

Wires stretched along the ballistic range, or a series o: uther
antenna devices — for example, of the quarter-wave dipole wype in-
stalled sequentially, can serve as the receiving antennas.

An example of successful radiotelemetry application 1s the
study [7], in which stagnation point pressure measurement accuracy
of 4 - 15% was achieved on 40 mm-diameter models at 400 - 500 m/sec
flight speeds.

The radiotelemstry system, consisting of an accelerometer, high
input impedance amplifier, and a radio transmitter, and also angle-
of-attack telemetry measurement results are presented in [204]. The
experiments were conducted with three 25, 4-mm-diameter models at
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atmospheric pressure and speeds to 1580 m/sec. Comparigon of the
telemetry measurement data and yaw dlagram measurcements showed that
they agrec satisfactorlly with one another, even witan low magnitude

of the recelved slgnal.

The desire to locate telemetry on small-caliber meodels capable
of withstanding the high load factors developed during model accel=~
eration in gasdynamic guns has led to the developnent of miniaturized
zelemetry systems [11, 202, 207]. Other importanc advantages of
these systems are the extreme simplicity of construction and low cost.

Several principles can be used as the basis for constructing
miniaturized telemetry systems (Figure 3.40, a and b).

Figure 3.40b shows the
schematic of a model [207] Duraluminum
with built-in LC loop (8 MHz) ‘ Copper
and temperature sensor in -Boron nitride

@ 5.6mm 4 Hot Jjunctilon
the form of an active re- §§§( Constantan rod
sistance R, which determines NG Cold Junction
the circuit attenuation. Insulation CoppngOil
The circuit 1s excited by a Coil (L) rapacitor (C)

d 5

short resonant-frequency
pulse at the moment the coil

passes an antenna. The os-
cillations taking place 1n

\“ Resistor (R)
HE (Temperature
sensor)
b

the circult are reccrded by Figure 3.40. Constructions of
miniaturized telemetry systems: a)
the receiving antenna located system using thermoelectric current;
"downstream". Measurement of b) system with impact excitatlon
loop

the signal decay with time
makes 1t possible to determine
the sensor resistance and, consequently, the surface temperature.

Direct coupling between the circuit and the receiving antenna is
elimir.ated by shilelding and sultable positioning of thelr colls.
Depending on the number of points at which 1t is necessary to meas-
ure the temperature, the required number of excitation and recording

antennas are positioned along the ballistic range.
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In addition to simpllcity, another advantage of thilg telemetlry /192
system 1s the absence of need for a power supply.

The drawbacks of this telemetry system lie in the dilscrete
nature of the information recelved; the low radiated signal power,
which is limited by the time during which the transmltting circult
1s excited; and measurement accuracy dependence on model spatial

orientation in flight.

Reference [202] proposes that the mutual induction effect be-

tween two circuits tuned to the same frequency, one of which is
located in the model while the other is the loading circult of the
receiving-recording system, be used for measurement of velocity,

angle of attack, pressure, and temperature.

As the model travels inside the receiving-recording system cir=-
cuit coil, inductive coupling leads to considerable recording circuit

impedance increase.
pedance change can be re-
corded on an oscillograph
which records the enve=
lope of the RF signals.

The resonant fre-
quency of the circuits is
selected in the 1 - 5 MHz
range, since in this case,
on the one hand, it 1s
easy to create the long
receiving-recording sys-
tem circuit coils and, on
the other hand, it is
possible to fabricate clr-
culits of quite small dimen=-

Using the scheme shown in Figure 3.41, the im-
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Figure 3.41. Miniaturized telemetry

system utilizing the mutual induction

effect

sions which can be installed in the 12.7 mu diameter models.




The marked change of the signal amplitude 1n the recelving-
recording circult coil at the moment the model enters and leaves the
coll can be used to calculate the velocity. The magnitude of the /193
signal recorded while the model is in the coil 1s determined only by
the angular orientation of the model, and 1s independent of the model
velocity and location relative to the coil.

This technique was tested on 12.7 mm-diameter models welghing
2.5 grams at accelerations exceeding 2 ° 105 g, and maximal flight
speeds of 2250 m/sec.

Reference [11] described a miniaturized telemetry system which
was used to measure thermal fluxes during flight of models with hemi-
spherical noses in air and CO2 at velocitles to 5500 m/sec. The

shape, construction, and dlmensions of the models used are shown 1in
Figure 3.40a.

The system operating principle 1s as follows. As a result of
heating of the copper layer at the stangation point, a current appears
in the thermocouple circuit, and as this current flows in the four-
turn solenoid, it creases a magnetic fileld. Since the temperature of
the cold layer located within the model can be considered constant
pecause of thermal inertia, the resulting magnetic. field intensity
is proportional to the stagnation point temperature.

The model magnetic field 1s recorded oscillographically by
means of a series of pickup coils through which the model travels,
and in general form we can consider that the maximal induced emf
appearing in the coil 1is proportional to the product of the model
velocity by the stagnation point temperature., Thus, using the velo-
city values from the measured emf values, we can calculate the tem-
perature change and, consequently, the thermal fluxes (see § 5.8).

Measurement accuracy close to 20% 1s achileved.
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A drawback of this telemetry system 1s the recclved slgnal de~-
pendence on model orientatlon and velocity, which leads to addil-

tional errors.

The general drawbacks, characteristic of miniaturized telemetry
systems, 1lie in the discrete nature of the information obtained, the
single-channel nature of the system, and the influence of the plasma
surrounding the model on the interaction between the magnetic fields
of the model and of the receiving and recording system coils.
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CHAPTER IV

DYNAMICS OF SOLID MEDIA

§ 4,1, Preliminary Remarks

The successes in the development of methods for imparting high /194
o velocities to solid bodies of given form and the successes in devel=-
oping methods and apparatus intended for studying impulsive and high- '
speed processes hav: led to obtalning significant new results in
various fields of experimental physics. Specifically, the applica-
, tion of these methods and apparatus have made it possible to obtain
T in the course of the last 15 - 20 years results of fundamental im-
| portance in numerous studies devoted to the solution of several
é - questions of solid media dynamics. The basic trends in studles in
| this field include, first, study of the compressibility of solid
substances under pressures on the order of hundreds of thousands and

millions of atmospheres [1 - 27], second, study of the nature of the
shaped charge effect — primarily in application to profilling lined
charges [27 - 36], and, third, study of the mechanism of the colll=-
sion of solid bodies, particularly at high encounter specds [37 - 92].

- While the results of studies in the first two of these dlirec=-
- tions have already been well systematized [24 - 29], the corrclation
‘f_ of the results of studles In the third direction reduces to duble to ]

N . surveys ol a fragmentary nature [41, 53, 59, 64, 661, The reason 1
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for this siltuation apparently lies in the fact that the numerous
studies 1n the third direcction have generally been performed in
applicationto limited and specific 1mpact condlition variatlon inter-
vals. Depending on the specific objectives of the individual studles,
the object of study in each investigation was some particular mate-
rial, frequently even of different physical nature.

In this connection, in the present chapter we have made an at-
tempt to present systematically the results of only those investiga-
tions devoted to the physical aspects of the collision of deformable
(primarily metallic) bodies.

The three research directions noted above naturally have not
developed and are not developing in isolation from one another. They
are intimately related and supplement and nourish one another.

Ther: fore, in presenting and discussing the basic results of deform-
able body impact studies, wec must inevitably turn to some results
from the other two directions, as we shall do in the following.

The problem of deformable body collision, just as any other
physical problem, has relatively simple solution in certain asymp-
totic cases. One such case is that of nondeformable body penetration
into a massive ("semi-infinite") deformable target. A very large
number o” studies [37 - 41, 53] have been made of this solld body
collision case. However, physically precise results have been ob-
tained only in comparatively recent studies [42]%.

Another asymptotic case of the subject problem 1is that of high=-
velocity penetration of a long deformable rod into a masslve deform=-
able target. Some results in application to this asymptotic case
are presented i1n § 4.3, in discussing the current model of the high-
velocity deformable body lnteraction proccss.

%
A discussion of these results is presented in § 4.2, which wao
written together with one of the authors of [U2], V. A, Stepaiov.

/195




B o

Section 4.4 1s devoted to analysis of the dynamlce Interaction
of deformable bodics in the most gencral formulation posslble at the
present tlme. The analysls rests on the dimensilonal analysls, and
makes 1t possible to conclude that the deformable body collision pro-
cess is well modeled. This means that the result of the collislon
of two bodies with high encounter velocities can be reproduced ex-
perimentally with another properly selected pair of bodies colliding
at significantly lower velocity. A description and discussion of
experimental data confirming this theoretical conclusion are pre-
sented in sections 4.5 and U4.6.

Later, in § 4.7, we examine the thermal phenomena which arise
during the collision of solid bodies. Starting from the essential
difference in the processes of dynamic interaction of bodies in the
steady and unsteady state regimes, we refine the definition of the
so-called "threshold" encounter velocities, i.e., those velocities
upon exceeding which the collision process 1is complicated by melting
and vaporization of the materials of the interacting bodies. Theo-
retical and experimental estimates are made of the influence of the
thermal effects on the final result of high-speed interaction of
metallic bodies.

Finally, § 4.8 is devoted to the destruction of massive bodies
and bodies of limited dimensions under the action of a short-term
pulse ("short" impact). The discussion of the experimental data
rests on a physical model, which explains thc observed effects by
wave phenomena. The exposition terminates with examination of the
problem of target protection (significant reduction of the damage
parameters) with the aid of a thin shield which the impactilng body

encounters prior to striking the target.

§ 4.2. Nondeformable Body Penctration 1Into
Plastic (Metal) Halfspace

In any dynamiec problem, the basle questlon 1o thot of the forceen

which determine the motion.  In the subjecet asymptotic deformuble
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body collislon case, the gquestion of the forces of reslstance to

penetration 1s basic.

The process of penetration of anondeformable axisymmetric body
of given shape and mass lnto a metal target has been studled in order
to solve this problem for impact velocltles VO = 102 - 103 m/sec

[42]. Body encounter took place under conditions of impact along the
normal. In order to exclude the influence of edge effects on the
measurement results, massive blocks were used as the targets. These
blocks were made from technically pure (ARMCO) iron, duraluminum,
copper, aluminum, and lead. The impacting bodles ("*strikers"), with
cylindrical part diameter d,~8 mm, were made from high carbon steel,
heat treated to Rockwell (C scale) hardness 60 - 62. The striker
noses were made in the form of cones with different apex angles a.
The strikers were accelerated by a powder-driven launcher.

The kinematic method was used to determine the forces of re-
sistance to striker penetration. Specifically, the position of the
striker trailing edge, relative to a stationary reference at various
moments of cime, was determined from high-speed photography data
(Figure 4.1), and a curve of "striker travel L in the target versus
time t" was plotted. Double differentiation of the curve made it

possible to obtain the
¢ d e f

dependence of the pene-
tration resistance
Figure 4.1. Time-sequential pho! ographs

d’L
force P =m—m (where

m — striker mass), or
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(or the digtance L or the instantanc-

) _dL
ous veloelty V== 7).

The experimental relatlons es- N - /197
tablished in the studles are shown »
schematically in Figure 4.2, and s
reduce to the following.
(a) The resistance to striker Figure 4.2. Schematic
penetration into the surface (L g curves of penetration re-
“ sistance p of rigid strik-
do) layers of the semi-infinite metal ers with different conical
nose apex angles o into
target (curves 1, Figure 4.2) for any surface (1) and deep (2)
layers of massive metal
velocities V in the range covered by target, and curves of final
the experiments, and into the deep diameter dc of the cavity
(L > 2d0) layers (curves 2, Figure created in the target by
these strikers versus en-
4.2) for velocities V 2 V ., 1s de- counter velocity V
fined by the relation:
[)=H1+xupml”, (4.1)
where Hl — target metal dynamic hardness, which is measured for
penetration velocities of order of 10 - 100 m/sec [42 - 46], and the /198

A

!

value of which depends weakly on the conical indentor apex angle [421];

Po1

— target metal density; and Kg — drag coefficient (form coeffi-

cient) of the striker nose, calculated following Newton, i.e., assum-

ing that the target particles do not interact with one another, and

therefore their velocity change takes place rilght at the striker
nose surface [42, 47, 48]. As is well known [38, 47], for a cone in

axlal flow and having the apex angle a, the Newtonlan drag coefficlient

can be calculated from the formula:

M::ﬁm%u

(U.2)

As for the reslstance to penetration into the deep (L > EdO)

layers of the massive metal target for velocitles V 2 V this




resistance 1n the first approximatlon in independent of the ctriker

conical nose apex angle, and also of the penctration veloelty, and
18 defined by the equalilty:
p~H,+ Hs, (4.3)

where HB — M"gtatic" hardness of the target metal, measured using

the Brinnell method.

(b) The work b of unit target metal volume displacement, de-
fined by the ratio of the striker initlal energy mVé/Z to the final

cavity volume wc, for L > 2d0 is independent of the impact velocity

VO’ and also of the striker nose shape, and obeys the relation:

ba I, + Hs. (4. 4)

(¢) In the deep (L > 2d0) layers of the metal target for pene-
tration velocities V 2 Vcr’ the final diameter dc of that cavity

cross section which the striker passes with the velocity V 1is defined

by the expression:

a, =4(5)" (4.5)
where p and b are given by (4.1) and (4.4).

For velocities V < Vcr’ the cavity diameter dc is independent

of the striker conical nose apex angle, and also of the penetration
veloeclty, and is equal to the striker diameter do.

(d) The critical velocity V., is found from the relation:

V. z(.ﬁ!..)"’_ (1.6)

%0P0)

Table 4.1 presents some basic characteristics of the metals
used in the experiments, and 4lso compares the reslotance coeflfl-

clents Kiys eritical velocities Vcr’ and specific works b of volume

220

/U0




TABLE 4.1, SOME PHYSICAL AND MECHANICAL CHARACTERISTLCS
OF TARGET METALS AND COMPARISON O CALCULATEN AND EXPERI-
MENTAL IMPACT PROCESS PARAMETIER VALUI

]
. 3 '
(e » — 1 -
Target metal Soalat | g! .
oMoy Q 3ol ©
OGS | ©
Qe |AE < g8
Targe* metal density Po1s g/cm3 7,80 2,701 11,34
Target metal Brinnell hardness, 80 30 |~
Hg, kg/mm?2 | i
Target metal dynamic hardness, 200 56 | ~8
Hi, kg/mm2
90 180 | 180
Striker nose conical apex 60 90
angle o0 0
i 37
o 0,50 | 1,00] 1,00
° pY4
O Calculation using (4.2) 0,50 |2
8 8 (7.25 0925
g
b o 0,10
Ee 0.5 oad| 08| 100
ég% i 0,49
3} Experiment 0,26
0,23 0,52
0,12
I3 — 330 65
aQ 475 -
~ >0 — 45
82T |Calculation using (4.6) 70 e EET
O Y LR T
iig i | 350
SO O 440 - —
© >> |Experiment R
520 470 |——
& T T —
28 e 13
200 1) ~t
xcvé Calculation using (4.4) ' 8
4 . e SR
0 o b
SR 260 83 | ~10
oo [Experiment
ﬁ 0 Q i
58, |
o g |
2,0 0 i |
n' > E ;

t
Translator's note. Commas in numbers represent declilmal

points.
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dlsplacement obtained under varlous impact condlitions with the re-
cults of caleulatlion of these paramcters using (4.2), (4 H), and (4.6).

As an cxample, Plgurcs 4.3 - 4.6 show some typilcal experlmental

curves and an axlal sectlon of a typlcal cavity.

Sy T e T e e T T 20

~ 4 L
0 250 500 750

5
1200 V,.m/sec

Figure 4.3. Penetration resist-
ance p of rigid striker with
conical nose (o = 60°) into sur-
face (1) and deep (2) layers of
massive copper target, and final
diameter dc of the cavity cre-

ated by the striker in the tar-
get versus penetration velo-
city V

Turning to analysis of these
experimental results, we note
that previously, starting from
general consideration on the
possible nature of deformable
medium resistance to penetration
into it of a rigid body, various
forms of penetratlon reslstance
dependence on the velocity were
proposed — specifically, rela=-
tions of the form A + BV, A + CV@

and A + BV + CV°, where A, B, and
C arec constants [38]. The
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Figure 4.4. Penetration resist-
ance p of rigid strikers with
different conical nose apex
angles o entering masslve lead
target versus penetration velo-

city V@ 1 — o = 180°; 2 —
a=90°; 3—(3.:600; y —
a= 37° [42]
[qV]
& 200 T A T
N e "
80
A
QA © ©
..... B
200F =t
- oo n calgaran L agpvam i oo o onom ¥
100 - s .
= s Ot 3 e =
0 200 1oun N Vg m/sec

Figure. 4.5. Speclific work b of
volume displacement for different

impact velocities Vo for technically

pure iron (1), duraluminum (2),
copper (3), aluminum (4), and
lead (5).
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fundamental reaultg of the clted studles arc:
Irot, experimental proof that thilg depend-
cnee has the form A + CV? and, seccond, ro-
velatlon of the panysical meaning of the con-
stants A and C,

It follows from (4.1) that the chanpe
of the deformable medlum resistance to motilon
of a riglid body in the medlum, at least for
velocltles above the critical value, 1s pro=-
portional to the product pnV?, i.e., it is . .
determined by forces of hydrodynamic origin. Figure 4.6. Sec-

, tion of cavity cre-
But, in contrast with the fluid media, which ated in massive
— 1if we neglect the viscous forces — ex- copper target by

rigid striker (m =
11 g) with conical
deformable solid media resistance is made up nose (a = 90°) for
impact velocity
VO = 710 m/sec

hibit only inertial resistance, the overall

from the intrinsic resistance tc¢ deformation
(Hl), reflecting the forces of the bonds in

the body, and from the inertial resistance (xfnV?).

Generally speaking, the intrinsic resistance of a solid medium
to penetration, exnressed by the dynamic hardness Hl’ should not be

constant. However, at temperatures close to room temperature for
most metals and alloys (iron and iron-base alloys, aluminum and alu-
minum-base alloys, ~opper, and many others), this resistance varies

with the velocity as VO'O2'O‘Ou [43 - 45, 49]. It is obvious that,
in the velocity range covered by the experiments (and, particularly
for velocities a“ove the c¢ritical value), this weak variation with
velocity of the first term of the binomial (4.1) can be neglected in
comparilison with the variation of the second term, and we can consider
the first term constant and equal to the hardness measured for im-
pact veloclties of the order of 10 - 100 m/sec [42 - U6]).

The experimental studies of solld body motlon in liquld and
gascous media Indicate that for subsonic velocitles, the drag cocef-
ficients differ signifiicantly from thelr theoretical Newtonlan




values [47, 43]. "Therefore, the good apgrecment of the experimental
values of the drap coefficlents found 1n the clted studies with thelir

calculated Newtonlan values is at first glance unexpeccted and seems

™~
0N
=
ne

E

to contradict the known facts.

However, thls contradiction is only apparent. The reason 1is
that thc flow around the rear portions of the rigld bodies, wnich is
not taken into consideration in the Newton theoretical scheme, plays
a major role during solid body motion in liquid and gaseous medla
[47]. However, during motion of rigid bodies in a metallic medium,
in complete agreement with the Newton scheme, the shape of the aft
portions of the moving bodies cannot play any role, since open
cavities are formed in the metal.

The Newton scheme also assumes that the particles of the medium
alter their velocity right at the surface of the immersed body. For
supersonic velocities, this assumption for liquid and gaseous media
is very far from the actual velocity distribution in the flow [47,
48]. However, in a metallic medium, large deformations are localized
near the point of loading [26, 40, 50, 51]. Therefore, the flow in
a metallic medium will appyroach the requirements of the Newton com-

putational scheme.

These characteristics of the metalllc media, and also the im-
portant circumstance that the process of rigid striker penetration
into a deformable medium over the major part of the striker travel
in the medium can be assumed to be close to steady state, have appar-
ently led to the quite good agreement of the experimentally deter-
mined resistance coefficients with their Newtonian values. It is
sbvious that the degree of agreement, generally speaking, will depend
on the degree to which the form of the surface bounding the zone of
large target metal deformations reproduces the striker nose shape.
From this viewpoint, we would expect that the agreement between the
experimental and calculated values of the resistarce coefficlent x,

would be best for "moderate" (60° - 90°) striker conical nose apex
angles, while for "hlunt" strikers, the experimental values of x
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would be less than the calculated values, and, convergely, hlgher
for "sharp" strikers. The experimental data in Table 4.1 do 1ndeed
exhibit this tendency.

This 1is the interpretation of the primary result of the con-
ducted studics, expressed by the Relation (4.1).

The interpretation of the results expressed in (4.3) and (4.4)
is more complex. Physically clear and simple models which can be
used to interpret these relations have not yet been obtained.

As for (4.5), this formula can be obtained if the striker energy
loss along the distance AL (i.e., the work performed by the striker
along this path element) is equated to the energy required to create
the corresponding cavity volume element:

-d?
pfgiALf;b;§9AL. (4.7)

In spite of the difficulty in interpreting (4.3) and (4.4), it
is possible to give a comparatively simple explanation of the meaning
of critical velocity, if we make use of the deformation criterion,
rather than the force criterion for thils purpose.

In accordance with the schematic relations of Figure 4.2, the
critical velocity is that value upon exceeding which the final cavity
diameter dC will be greater than the diameter d0 of the cylindrical

part of the striker (or, what is the same, greater than the striker
conical nose base dilameter). But, broadealng of the cavity in a
given sectlon perpendicular to its axis 1s pussible only through

that kinetic energy which the corresponding target metal volumes ac-
quire as the striker passes this section. It 1s obvious that the
maximal pressure developed with realization of this kinetic energy
will be equal to the inertial component of the penetration resistance
e, V2. 1t 1s also obvious that the final cavity diameter dC can be

greater than the strilker dlameter do if, and only 1f, the pressure

v».n¥? exceeds the characteristic value of the target metal reslistance
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to deformation. Sincc cavity broadening must takc place with dccay
of the deformation veloclty to zero, consildering the nature of the
atress state around the cavity, 1t 1is loglcal to take as thls char-
acteristic value of target metal resistance to deformation the
"static" hardness — for example, the Brinnell hardness HB. It is

casy to see that (4.6) 1s a direct consequence of the approximate
equality:

2 4. ,
xUP‘.‘chr}'VHP \Ll‘o8)

These relations governing nondeformable solid body penetration
into a massive metal target make 1t possible to calculate from the
basic experimental parameters the final cavity dimensions and, spe-
cifically, its final depth Lc'

The equation of motion of a nondeformable striker in a metallic /204
medium can be written in the form:

m%:—Sm, (4.9)
where S — projection of contact surface o the ilnteracting bodies
on the plane perpendicular to the striker axis, and p — pressure on

the striker nose, defined by (4.1).

If we write (4.9) in the form:
mv &Y —=_8.p, (4.10)

the variables are easily separated.

In the general case, the integration with respect to the velo=-
city V should be broken down into three intervals:

(a) the interval corresponding to striker penetration with
velocities Vo 2 V 2 V , where V  1s the striker penetration veloclty

at the instant of its immersion into the target to the helght of

the nose;

>
(UN)
o




- (b) the interval corresponding to striker pcnetration with

b velocltles Vrl 2 V2 Vcr’ and, finally,

Q; (¢) the interval corresponding to ctriker penetration with
' velocities Vcr >V 2> 0.

% -

o Integration leads to the formula:

d — %\ H H Vi
Lc = __jQ_ 7-0 +—10r01d (1 .__._L+]n_‘_-i-.:L?°.l__Z)" (L‘.ll)

In the simplest case, when a striker made from a material with
density Po2 has che form of a circular cylinder, and when the impact

velocity VO is considerably greater than Vcr’ which makes it possible

5
s to consider the distance traveled by the striker with V < V., small
$; in comparison with the final cavity depth Lc, integration of (4.10)
i yeilds cthe approximate formula:
o' ~ P Pm‘
L, = ly 5 210 ro: ln(i-{»ru i, (4.12)
- where Zo — striker length.
il : Figure 4.7 gives the calculated
o
values of Lc compared with the values
- of the same narameter obtained in ex-
=&i- periments encompassing a wide range of
o changes in the collision velocity, the
o physico-mechanical characteristics of
the target metals, the masses and angles
of the striker points. The data in
Figure 4.7 polnt to the good agreement Figure 4.7. Comparison
between the quantities compared and of experimental and cal=-
culated values of cavity
B consequently, confirm the validity depths, created in vari-
of the relations obtailned. ous massive metal targets
by rigid strikers whose
, geometric parameters,
& mass, and velocity varled
: in wilde limitsg

(98]




Formulas (4.11) and (4.12) werc derived for strikers with coni-
cal nose. The position of the line of separation of the target
material from the surface of such a strilker 1s indepcndent of the

penetration veloclity, and always colncldes with the base contour of /205

the conical striker nose. However, if the undeformable strilker nose
has a convex curvilinear generator — for example, 1f the nose is
hemispherical, then the calculation of the final cavity depth 1n-
evitably becomes more complex. In order to obtain formulas analogous
to (4.11) and (4.12) for this body collision case, it is necessary to
establish the law of displacement of the forementioned line of sepa-
ration with variation of the penetration velocity. Unfortunately,
this law has not yet been established for solid media, and ‘he problem
is usually solved empirically for the specific collision conditions
(see, for example, [52]).

Thus, in the studies examined in the present section, some
physical and mechanical relations, which the undeformable body motion
process in a metallic medium obeys, are revealed. With the aid of
these relations, we can calculate the final depth of the cavity
formed in a massive metal target during impact on the target of an
undeformable axlsymmetric body with conical nose. The good agreement
of the calculations results with the experimental data makes 1t pos-
sible to state that the parameters defining the process of massive
target metal deformation during undeformable body impact on the
target are the strength and density of the target metal, the impact
velocity of the colliding bodies, the rigid striker nose shape and
mass, which in turn can be expressed in term of striker density &nd

chatr 2eteristic dimensions.

§ 4,3. Qualitative Analysis of the Cavity Formation
Process during High-Velocity Impact of Deformable
Bodies

The preceding section was devoted to questions assoclated with
motion in a solld plastic medium of a rigid body, 1l.c., a body whose
deformations 1n the process of interaciion with the medium are
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neglipgibly small 1n comparilson with 1ts inltlal dimensions. "Slnce
the resistance of the medium to a body traveling in 1t 1g dircctly
proportional to the square of the veloclty, such a process can be /200

When the
velocity of encounter of the bodies excceds some value which 1s char-

realized only for comparatively low subsonlc veloclitles.

acteristic for each given pair of bodies, both interacting bodies
will deform.
making the required estimates of the process parameters has not yet
Only
for high impact velocities — those for which the material strength
of the interacting bodies is negligibly small in comparison with the

Unforturnately, an analytic solution which permits

been obtained for the problem in this most general formulatilon.

inertial component of the resistance to penetration — has a gquali-
tative model of cavity formation in a massive ("semi-infinite")
target been proposed, on the basis of the latest theoretical and
experimental study [66]. In accordance with this model, the cavity
formation process can be divided into

four stages (Figure 4.8).

P Stages
7 nooa o w

The first stage — intcraction v
,0",0,{/, _\l ]
of the bodies in the unsteady regime o
' )
— covers some small time interval ~%Awﬁ'm" - :
t,. In this stage, there will act o ! \\\
b 2 VA

7 crl S . -\
in the striker and target contact 0 }!' Lo N y
zone pressures p, corresponding to s e e B 2

collision of bodies without thelr
flow [24, 25]:

Figure 4.8. Model cavity
formation in massive de-
formable target with high
velocity impact of deform=-

e bl
able striker

(4.13)

where Po1 — denslty of target mate-
rial at normal pressure, and Dl and Ul -— wave and mass velocltiles,

characterizing the shock wave which arises in the target as the

bodies meet.

With striker and target interaction in the unsteady roegime, the

body contact surface dlsplacement veloclity V1 coineides with the
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mass veloclty Ul [247]. Considering this, and using the known roela-

tions of shock wave theory [25], from the conditlon of equality of
the pressures in the colliding bodles on both sides of the contact
surface, we can obtain [27, 70, 71]:

v, 1

Voo, .(sf--m ») (4.14)
PN )

where V0 — impact velocity, Py — target material density behind /207
the shock wave front, and Po2 and Py — densities of the striker

material in the undisturbed state and bechind the front of the shock
wave which arises in the strilker as the bodies meet.

Formulas (4.13) and (4.14) make it possible to evaluate both
the pressure p and the penetration velocity Vl’ characterizing the

first stage of the interaction process. For this, it is necessary
to know the impact veloclty VO and have the shock adiabats of the

materials of the colliding bodies. |

Shock .ave propagation in the striker and target is accompanied
by propagation of unloading waves, which arise on the free surfaces
of the interacting bodies. Therefore, transverse flow will take !
place over the entire contact surface in both bodies after a time
interval of the order of:

t A d,
V0 (4.15) 1
where d0 — 1initial striker diameter, and a — smaller of the sound |

speeds 1n the target and striker materlials. As a result, the pres-
sures in the contact zone of the interacting bodies will decrease

to the level corresponding to hydrodynamic flow of the two media

in the steady state regime. The flrst stage terminates at this point.

It 1s obvious that the distance Ll traveled by the ctriker in

the target in the course of the first stage 15 determined by the

product Vltl.
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This analysils makes 1t possible to conclude that the target
deformation (depth of striker penetratlon into the target) In the
first stage 15 determined by the 1mpact velocity, 1nitlal striker
diameter, densitles, and compressibllity characteristlcs (1.e¢., shock
adiabat parameters ) of the materials of the interacting bodles.

The second stage —- interaction of the bodies in the steady
state regime — covers the time interval t2 from beginning of 1inter-

action of the bodies in the steady state regime until the moment of
complete "depl=ztion" of the striker. In this stage, pressures of

the order of:
1
PR 5V (4.16)

will act in the contact zone of the bodies, where V2 — velocity of

the contact surface of the bodies in the steady state flow regime¥.

The velocity V, (and consequently the pressure p), time t2, and

2

distance L. which the striker travels in the target during the second

2
stage can be estimated on the basis of the following considera-
tions [72].

If striker penetration into the target takes place in the steady
state regime with supersonic veloclity, the penetration velocity V2

will coincide with the head wave velocity Dl in the target. Consild-

ering this and also assuming that the pressure 1s nearly constant
[69, 71] along the striker axis between the bow waves in the striker
and the target, with the aid of shock wave theory relatlons we can
obtain:

*Strlctly speaklng, high-velocity interaction of compresslible
bodies 1in the steady state repglime should be characterleced by some=
what hipgher pressurcs than those given by (4.10); the correspondlng
estimates can be found, for example, in Lby].
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where the notations arce the same ags 1In (4.14)

In the filrst approximation, (4.17) can alsc be cxtended to the
case of interaction of compressible bodies 1n the subsonle flow re-
gime, 1, naturally, the encounter velocities are sufficlently close
in the sense mentioned above. The basis for this is the fact that
the isentrope and the shock adiabat of a solid body practically coin

cide in a wide range of pressure variation [24, 25], and also the
fact that in the subsonic flow regime the distribution of pressures,
densities, and velocities near the contact surface of the bodles can
be approximated by a jump similar to a shock front, since these para-
meters will decrease very rapidly with increasing distance from the
contact surface of the bodies [26, 40 50, 51]. This is indicated,
specifically, by the agreement established above (§ 4.2) between the
experimental coefficients of resistance of rigid bodles to penetra-
tion into a deformable target and their theoretical Newtonian values.

For a given velocity V0 and known shock adiabats of the striker

and target materials, (4.16) and (4.17) yield the possibility of
estimating the pressure p and penetration velocity V2, which are char-

acteristic for the second stage. As for the parameters t2 and L2,

they can be evaluated with the aild of the obvious equalities:

- lo

=7, (4.18)

and

Ly="Vt,, (4.19)
where ZO — initial striker length.

Consequently, the target deformation in the sceond stape, In
the most general case, 1s determined by the Impact veloelity, octriker
length, and the densities and compressiblility charactoerictles of the

materials of the colllding bodies.




It 1s essentlial to note that for metals the formulas (W.1H) and
(4.17) can be reduced to a sinpgle formula, and roewrltten wilthout
loss of accuracy 1n the form:

1 4 q
G i )
Vo T T F ko)™ (4.20)

which coincides with the known solution of the basic problem of
shaped-charges theory [28, 29]. This possibility is a result of the
fact that, for a known fixed value of the pressure p, the ratlos

p/pO for the different metals differ comparatively little, and for
many palrs of metals the parameter G{}%ﬁﬁjh in (4.14) and (4.17) is

close to one [24, T70].

The third stage — afterflow — begins from the moment of com-

plete "depletion" of the striker, and its exclusion from the process
as an effective factor. In this stage, there is expansion ("after-
flow") of the cavity as a result of the kinetic energy stored by
those target columns which were entrained into motion by the time of
striker "depletion". The cavity expansion velocity, equal in the be-
ginning of the stage to the striker penetration velocity V2 in the

second stage, must obviously decay wilth time. The rate of decay will
clearly be determined by the target material strength and compressi-
bility characteristics. 1In accordance with the data presented above
(§ 4.2), cavity expansion and deepening will terminate when i1ts sur-
face velocity decreases to the value Vcr; unfortunately, no reliable

methods have been developed for evaluating the parameters of the
third stage. However, the system of parameters determining target
deformation in the third state can be defined. Thils system includes
the impact velocity, denslty and compressibility characterictics of
the colliding body materials, and the target material strength.

Finally, the fourth stage — elastlc (possibly clastoplastlc)

reduction of the cavity dimensions — completes the cavity formatlon
process. It is clear that in this stage, the cavity dimension

change will be of the rapldly decaying osclllatlon typc.

e e i 1) i iy * AR 1.

/209




e e

Methods for evalating the paramcters of the last cavity forma-
tion stapge have not yet becen developed, althouph what we have sald
makes 1t posslble to state that the tarpet deformatlon under these
conditions will be determined by the elastilce characterlistics,
strength, and density of the target material.

Examples of experimental data confirming the above model, and
the applicability of the proposed interaction process parameter
estimates are shown in Figures 4.9 - 4.11.

(29]
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Figvre 4.9. Pressure p in con- Figure 4.10. Experimental vari-
tact zone of a soft steel cy- ation with time of the depth of
linder (Zo/d0 = 10) with methyl the cavity formed in a massive

methacrylate target versus cy- aluminum target upon imEaCt of

: _ a soft steel sphere (m = 0.18 g,
linder penetration depth L from 4. n 3.5 mm) with velocity V. &
experimental data of [66]; en- 0~ °° Yy Vo
counter velocity VO = 3.7 km/sec 5.01 km/sec [64]

Figure 4.9 shows the pressure acting during penetration of a
cylindrical soft steel striker (Zo/dO = 10) into a methyl methacry-

late target in their zone of contact; in this experiment, the en-

counter velocity was 3700 m/sec [66]. The described relationship

determines precisely the first and second stages, and also the be-
ginning of the third stage of the subjcct model.

Fig.re U4.10 characterlzes the variation with time of the depth
of the cavity formed in a massive aluminum target durlng impact of
4 shoft steel spherc with veloclity ~ 5000 m/cec. This figure 1llus=
trates clearly the fourth stage of the subjeet model.

240

/210




N

"Mnally, WMlpgure 4.11 com-
pares the mcearured penetratlon
velocitles V of a cylindrical

7 km/sec

metal strlker 1nto a massive
metal target 1n the first (un-
steady regline) and second (steady

regime) interaction stages with

the same velocities calculated
using (4.14) (line 1), (4.17)

Figure 4.11. Comparison of
(1ine 2), and (4.20) (line 3) calculation using (4.14) (line
[72]. We see that the experi- 1), (4.17) (1ine 2), and (4.20)
(1ine 3) with experimental data
obtained during interaction of
the calculation results. At the colliding bodies under steady-
state (a, b, ¢) and unsteady-
state (d) conditions: a —

soft steel striker Q%="C, alu-
minum target [66]; b -— soft
steel striker(g=w), duralu-

¥, km/sec

mental data agree quite well with

same time, we see that the kine-

matic parameters of the metal
body interaction process for both
unsteady and steady flow regimes
can actually be estimated with

minum target [66]; ¢ — copper

good accuracy using (4.20), which striker (}:r), aluminum target

results fror the ideal incompres-
sible fluid model.

[72]); d — copper striker
(%:“Q , aluminum target [72]

This division of the cavity formation process into four stages !
is obviously to some degree arbitrary. Actually, the phenomena
characterizing the neighboring stages overlap one another in certain
stages of the process and, under certain specific experimental con-
ditions, the individual stages may not play any role at all in deter-
mining the final cavity depth. Thus, in the case of high~speed im-

!(l - i
pact of a short striker'(ka-i)oh a massive target, the second stage ;

of the process — intcraction of the bodies in the steady state re- /211 ;
gime — will be entirely miseging. Converscly, under conditions of
Ly

high=-speed impact of a long rod (m' 1) on a masgive target, the rolegs

of the first, third, and fourth stages of the process are negligibly .
5

small. If the rod and the target arc metallle, the final cavity ‘
3

Dl
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depth can be determined, In thls cage, with satislactory accuracy
from the formula:

Ly =l (L™, (4, 21)

foy

which follows directly from (4.18), (4.19), and (4.20). We have
noted previously that the solutionof the problem for thls collislion
condition ¢ase” constitutes the basic content of the hydrodynamic
theory of shaped-charge action [28, 29].

Thus, in spite of being somewhat arbitrary, the described model
is very useful for analysis of the subject process. In the general
case, 1t does not yet permit making a complete quantitative calcula-
tion of the process, but with its aid we can quite confidently con-
struct the system of parameters which determine the characteristic
dimensions of the cavity created in a massive deformable target as a
result of high-velocity impact of a deformable body on the target.
In accord with the above dilscussion, this system of paramerers will
include the target strength, striker characteristic dimensions, en-
counter velocity of the bodies, densities and compressibility char-
acteristics of the materials of the interacting bodies. The elastic
characteristics of the target material may obviously be left out of
the system, since they are uniquely connected with the density and
compressibility characteristics.

§ 4.4, Formulation and Analysis of the Problem of

Modgling the Deformable Body Encounter Process

We see from the above discussion that the possibilities of cal-
culating the parameters of the deformable body collision process in
a wide range of encounter veloclty variation are very limited at the
present time. The exlsting computational methods are sultable only
for the two asymptotlce body collision cases. Therefore, until an
analytic solution of the problem in the most general formulation 15
avallable, Lhe only way to obtaln the required inf'ormatlon on the
laws governling deformable body collision in a wlde range of cnceountor

veloclty variation 1s Lo snalyzce the problem by the methods off
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dimenslional theory, and then verify the analytle results cxpordmen-
tally [73]. ©8ince the possgibllitiles of conducting cxperlments at
hiph body encounter veloceltles arce also stlll very limlted, Lhins
approach 1s also attractive, In that 1t permlts cxamlinlng the prob-
lem in the model formulatlon. The problem can be formulated as
follows (IMdgurc 4.12) [Th, 75, 85].

We wish to know the final depth L of 1 |
2
t
the cavity created in a massive ("semi=- ? )
infinite") target 1, as a result of impact bl l%
~ P
on the target of a body 2 of given geometric Ty AN
HEE S R A s
parameters, having prior to impact a high I E | f
velocity V&L, which cannot be reproduced L E | f
C H “
under lahoratory conditions. Let the target | \\ l /
and impacting body be made from the mate- J___:>m4»”' !

rials A' and B', respectively.
Figure 4.12. Prob-
lem schematic
We ask whether we can select target and

impacting body materials A and B such that,
for some experimentally achievable velocity VO < V%, the result of

the collision of this pair will coincide with the results of the

collision of the first pair? What criteria must the velocities Vb

and VO satisfy in thils case, and also what are the geometric para-

N
na
—
)

meters and physical characteristics of the two pairs of bodies?

The solution of the problem in this formulation is facilitated
by the fact that the data from the known studies of the question, as
was shown above, permit quite reliable validation of the selection of
the system of parameters which determlne the proccss.

In accordance with the above discussion, we can state that, in
4 wide range of impact velocity variatlon, the final cavity depth hc

(dimension L) will be determined by: the impact velocity V..l
the densities of the colliding body materials under normal condi-
tions o and fee (MY, the characieristic dimensions of Lhe Impacting

body . and d4,(L), the Inltial value of the Impacting body nose
ol

e e

e
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form factor Ko (dimenslonless quantity), and the gtrenglh and com-
precsslbllity characterlstics of the collldling body materlalsn.

It was shown above (8 4.2) that the strength characteristic
whilch determines halfspace deformation under impact conditlons 1s
the dynamic hardness of the halfspace material. Therefore, the dy-

namic hardnesses of the materials Hl and H2 (ML'lT-g) of bodies 1

and 2 are included as the strength characteristics of these bodies.

It is natural to take into account the compressibility of the
material of each colliding body with the aid of the shock adlabat
parameters, assuming in accordance with the experimental results [4,
247 that the shock wave velocity D and the mass velocity U of the
particles behind the wave front are connected linearly with one
another. Under this assumption, the pressure p and density p be-
hind the shock wave front for different materials in the pressure
ranges where polymorphic changes are absent can be determined with
adequate accuracy by the relations [24, 25]:

p=pla+A)U

(4.22)
and
_ a 42U
P=0 gD (4.23)
where a — sound speed 1n the materiaij Po — material density under
normal conditions; and A — a constant of the material.

Consequently, the shape of the material shock adiabat 1s com-
pletely defined by specifying the sound speed a and the constant A
for known initial density No* Therefore, we can take as the com-

pressibility characteristics of the materilals of bodies 1 and 2 the
sound speeds 1in these materials a, and a, (LT1) and the values of

the constants Al and A2 (dimensionless quantities).

In accordance wilith thc basic theorem (I theorem) of dimensional

!

analysis [73], from the 13 listed process paramcters (Lc, Vo,hn!ww:nn~
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s My 1y, a4y, 0 X)) we can form ten Independent dlmenslonless comblna-~ /211

tiong, the functlonal connection between which wlll glve an 1lmpliclt
form of the equatlon describing the subjJect process In a wide range
of encounter veloclties; the equatlon may be written in the form:

le PoaV'd Hy  pug Iy ag P:(?ax )
"T(;'”“f("“[‘[—r_, T[’i'i ’%‘;. *(h"a;" 7‘!—’ “"—IF‘?)‘I' 12' (4'24)

From this there 1rollows directly the criterion for modeling the
subject process: the relative cavity depths in two experiments will
have the same value if in these experiments the corresponding dimen-

sionless parameters appearing under the function symbol have the
same value., '

Equation (4.24) and the associated modeling criteria can be
simplified considerably i1f we are interested only in such a large
group of deformable bodies as the metals. In accordance with experi-

Pl
mental data [4, 24, 42], we can take for the metals -g%*zfmwt and
MaMaconst, Under this assumption, (4.24) takes the form:

Lo _g-ftmVE  Hy oo Ih a
e~ (M g o 3 ) (4.25)

For analysis of this equation, it 1is best to turn to a somewhat
altered system of dimensionless parameters appearing under the func-
tion symbol; namely, we rewrite the equation in the form:

L WV Hy l
Le (m;ﬁ My pop , do 2220_ (4.26)

b = He? My ey’ 0 dg Py

It is interesting to see how (4.26) transforms in application
to some particular collision condition cases. In so doing, the
modeling conditions will obviously undergo corresponding simpli-
fications.

1) In the interval of relatively lcw subsonic impact veloci-
ties VO’ we can take for body 2 a material whose hardness satisfles
the inequality Hy» Hilx VS  For these low velocltles, such a body
2 can with adequate accuracy be considered nondeformable (rigid)

45




and body 1 can be consldered incompressible, whilch makes 1t possible

: H e
to exclude the paramcters 7ﬁw‘g% and-ﬁﬁf from (4,26). Therefore,

(4.26) will take the form for thils case:

Lo, (toVd b ) 4,27
7, TN w0 ( r

It is not difficult to see that this equation is expressed in
explicit form by (4.12), which agrees well with the experimental data.

2) In the interval of relatively high velocities VO, the in-

equalities M\~ pV: and M,-7 7,V: will be satisfied. If in this case
l,>d,, the body interaction process can, with adequate accuracy, be
considered to be steady state. We can also consider that, with
satisfaction of these conditions, the contact surface of the collid-
ing bodies will rapidly take a form which is nearly hemispherical

and remain such throughout the entire process [28]. 1In other words,
we can consider that the form factor Ko of the nose of body 2 remains

constant throughout the entire process, and close to 0.5 [42, 47,
48]. Finally, as was shown above (§4.3), when these conditions are
satisfied, we can exclude from consideration the compressibility
characteristics of the colliding body metals. Consequently, (4.26),
describing the collision process of metal bodies, will contain under
the function symbol in this particular case only a single dimension-
less argument:

T chg(—g-g%). (4.28)

This equation is expressed in explicit form by the well-known
formula (4.21), which is in good agreement with the experimental
data [28, 29].

3) Equation (4.26) also simplifies considerably in the parti-
cular case when the colliding bodies are made from the same metal.

I ‘o
In this case, the dimensionless parameters g -, ,.

',-hé_’i?

P become
M

and
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unity, and the equation describing the process wlll contain only
three dimensionless arguments under the function symbol:

,4c~ . P V;‘, 10
‘,B‘-'V‘Pu(““}'j;"‘o *» dr)* (4.29)

4) Equation (4.26) will also simplify when the shock adiabats
of the colliding body metals are similar to one another in che coor-
dinates "pressure p versus mass velocity U". For example, according
to the experimental data [4, 7, 9, 10, 12], the shock adiabats of
iron, copper, and lead practically coincide in this coordinate sys-
tem. It follows from (4.22) that, in this case, the approximate
equality Pm2;=p2, wili be satisfied. Therefore, under the snhject

conditions, we can exclude from (4.26) the parameter gﬁ:, i.e., we

can write the equation in the form:

le . (Ve Mo pes o
LM dg)u (4.30)

Finally, if in this particular case the impact velocltiles are /216

so high that the deformation process can be considered to satisfy the
model described in §4.3, and if in this case the striker dimensions
and shape are such that the impact process cannot become steady state,
the body contact surface velocity throughout the entire time of im-
pacting body action on the target will be equal to approximately half

the impact velocity for any values of the ratios %! and %E. Conse-
1

quently, for these impact conditions, (4.30) can be reduced to
the form:

(4.31)

which coincides with (4.29).

Thus, analysis of the deformable body collision problem, using
the methods of dimensional theory, makes it possible to obtain in
implicit form the equation describing the 1mpact process 1n a wlde
range of encounter velocity variations, and also makes 1t possible
to derive the criteria for modeling this process.

20




§ 4.5. Comparison of "Original and "Model"

Process Parameters

We have shown that the problem golution obtained using dimen-
sionless analysis coincides with thc 'nown theoretical and experi-
mental solutions in two particular asymptotic collision condition
cases. Therefore, the experimental verification of (4.26) and the
modeling criteria which follow from this equation should be accom=-
plished, first of all, for impact conditions differing significantly
from those of these two cases.

The natural first step in this verification was comparison of
the results of two experiments, in each of which the interaction body
metals and impact velocities were selected so that in both experi-
ments the dimensionless ratios appearing under the function symbol
(4.26) had the same value.
("high-velocity") can be considered to be the "original", and the
We would

Consequently, one of these experiments

other ("low-velocity") can be considered to be the "model".
expect that, in these experiments, not only the final cavity depths
would be similar, but at the ccrresponding moments of time the in-
stantaneous values of the force and deformational characteristics of
the process would be the same.

Collision of the bodies was studied using the pulsed radio-
graphy method. In accordance with the capabilities of the method,
heavy metal striker penetration into light metal targets was studied /217
[76]. Specifically, strikers having the form of cylinders of dia-
meter d,=% mm and length /. ' mm were made from soft steel (density

e e B cm3), heat treated to dynamic hardness H, = 167 kg/mmg, and

from annealed copper (Ffas=>% g/cm3) with dynamic hardness 65 kg/mmz.
As for the blocks acting as "semi-infinite" targets, they had the
form of 60 mm=diameter cylinders, and were made from duraluminum

2 - d
(ra, "8 g/cm”?), heat treated to dynamlc hardness H, 6T ky/mm°, and
from annealed aluminum ( 4, Lﬂ!g/cms) with dynamlc hardnecss 20
)
ke/mm©.  In one experiment series ("original™ process), penctratlon

2l
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tcel eylinder inte the Anraluminum target with cncounter

cf th

velocity V0 = 1380 m/sec was studled, and 1n the other experiment

re
-~

]

series ("model" process), penetratlon of the copper cylinder 1into
the aluminum target with velocity V4 = 870 m/sec was studied.

It is easy to see that the dimensionless ratios appearlng under
the function symbol in (4.26) ("modeling critoria") had essentlally
the same values in both experiment seriles. Specifically, in both

series:

pa ¥y L Hy o, B2 3
ol =85 =205 g =¥
L ooq.do o5, B2 23 (4.32)
f == N e

As we would expect, in both experiment series, the final cavity
depths Lc had the same value, equal to 35.5 + 0.5 mm. The total

process time tc in the fi:st experiment series (soft steel and dur-

aluminum) was 68 psec, and in the second series (copper and aluminum)
the time was 100 psec. Figures 4,13 and 4.14 show some characteris-
tic radiograms of the cylindrical steel striker penetrating the
duraluminum target, and of the copper striker penetrating the alu-
minum target. Simple comparison of the radiograms of Figures 4,13
and 4.14 shows that qualitatively the two processes develop similarly
in time, and analysis of the radiograms leads to the conclusion that
the two processes are quantitatively similar. The latter 1s to be
understood in the sense that the instantaneous values of a particular
parameter, referred to a parameter of the same dimension which 1s
charact ristic for the glven process, will be the same in the "orl-

ginal" and "model" processes at corresponding moments of tlme.

It is not difficult to see that the radiograms make 1t possible
to obtain for both series of experiments the variations in time of
all the collision process parameters of interest: penetration depth
L, striker length 1, diameter d of the iine of separation, and
striker nose form factor K, which, if we approximate the contact

surface of the interact lon bodies by part of a sphere of radluc v,

Sl
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Figure 4.13. Sequentlal radiograms cf steel
cylinder penetrating duraluminum "halfspace"
with encounter velocity V, = 1380 m/sec

("original" process): a) 10, b) 16, c) 19,
d) 26, e) 34, and f) 68 usec after body en-
counter [76]

Figure 4.14. Sequential radiograms of cop-

per cylinder penetrating aluminum "halfspace"

with encounter velocity V, = 870 m/sec
("model" process): a) 9, b) 21, c) 27, d)

34, e) 50, and f) 100 usec after body en-
counter :[76]
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Figure 4.15. Rela-
tive penetration
depth L/ZO of cylin~
drical strikers into
massive target 1in
the "original'™ (1)
and "model" (2) pro-
cesses at corre-

sponding moments of
time t/t, [76]

can be calculated

from the formula

[38]:

r=t-w(F) (4.33)

As an example, Figure U4.1% shows, in the dimensionless coordi-

t L .
natesG~,7jl measurement results concerning the penetration depth
e’ e

variation in both processes. We seec that in the selected dimension=-
less coordinates, the relations cbrained for the two processes apgroe
quite well. The same situation holds for 211 the other poramctors

listed above in suitably seleccted dimensionless coordinatos.

It should be cmphacsiczed that this aprecment of Lhe roelotions
for the "original™ and "model" procosses indleotoo similardty Io oo
Lwo processes of both the delormat Tonol ona Fore choroctoriot o,

Acvunlly, the forec chargctoerlodics ot the studled procoss o




determined by the cocefficlent v and the strlker penctiration veloeltly
V, and also by the target metal dengity and strenpgth and comproespi-=
bility characteristlcoc. PBut simllarity of the form factors wis
established by the measurementg made, whlle silmllarity of the den-
sities and compressibility characteristics 1o speclfied by the con=-

ditions (4.32). As for the penetration veloclty V' - 5&, according

dat
to Figure 4.15, such dimensionless functions as:
vV _d(Lll)
Tolig —-"—‘—“d(,/,c) ) (4.34)

coincide in the "original" and "model" processes. Consequently, the
penetration velocities and, along with them, the force characteris-
tics will be the same in the two processes at corresponding moments
of time.

Thus, the very first experiments conducted to verify experi-
mentally the dimensional analysis of the deformable body collision
problem show that when the modeling criteria (4.32) are satisfled,
the deformable body collision process is modeled both in terms of
the final result and in terms of the instantaneous deformational and
force characteristics.

§ 4.6. Modeling Curve

A broader experimental verification of the analysis of the de-
formable body collision problem was conducted in [77], for which both
the targets and strikers were soft steel (density Py = 7.85 g/cm3,
Brinnell hardness HB = 116 kg/mmg, dynamic hardness H = 107 kg/mmz),
copper (pO = 8.90 g/cm3, HB = 42 kg/mmz, H = 65 kg/mmz), aluminum
(po = 2.70 g/cm3, HB = 22 kg/mmz, H = 26 kg/mmg), and lead (po =

2
11.34 g/cm3, HB ~5 kg/mm©, H oy 8 kg/mmg). The shock adlabatc of

these metals are shown in Flpure 4,160 We sec that thls cheles of [t

the metals provided a quite broad range of variation of the denoivy

and resiotance=to=detormation (dynamle hardness) characterlstleo

of Lthe colliding bodles, and alro mode It possible to chitaln on
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cxperimental goiutloun forr Lthe cage when
the ghock adlabats of Lhe Interacting
body metals are gimllar to once another
In the coordinate system "pressure p

versus mass velocity U".

For the experiments, the targets
were made in the form of blocks, whose
dimensions in the direction of impact
and in the transverse direction ex-
ceeded by approximately an order of
magnitude the corresponding dimensions
of the cavities created in the blocks,
and the strikers were made in the form
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Figure 4.16. Shock adia-

bats of copper (1), lead

(2), iron(3), and alu-

minum (4) from data of
(4, 7, 9, 10, 12]

of 4p=9,4 mm diameter spheres. The strikers were given velocitles Vo

from 150 to about 2500 m/sec, using 2 powder launcher.

It follows from (4.29), obtained for the case when the striker
and target are made from the same metal, that if the strikers are

geometrically similar Q%:umnﬂyéitrmmﬂ) , the experimental results
0

will satisfy the same curve:

_{gQ -~ por Vi
Wl —— ),

10 ~ Y

H,

regardless of the metal used.

(4.35)

Figure 4.17 shows the results of experiments conducted to verify

this conclusion. In constructing the graph,

it is assumed that the

characterstic length ZO of the sphere penetrating the target 1is

equal to the sphere dlameter do. We see that the experimental

points, 1n complete agreement with (4.35), in the dimenclonless co-

{tn Vi _[19

ordinates I

) 1ie¢ on the same curve with good accuracy, which

i1s new direct prnof of the possibility of modeling the subleet

deformable body collislon proceso.




sSince the lead sphere

cannot be accelerated to Ld; - ’ T
morc than 1000 = 1200 a

,‘.----'-""""——"
m/sec willthout changing 21 ”r__,.—r—*' L
its shape, in the subject . el :3
series of experiments, Z?#’ o
the relative cavity depth R S S M7 R

PoVi

Lc/dO measurements were “lﬁi
made only up to values of Figure 4.17. Dependence of final

depth of cavity created in a massive

the dimensionless para- target with impact of a sphere made

sV 090 _ from the same metal as the target on
meter - » There the encounter velocity: 1 — soft
steely; 2 — copper; 3 — aluminum;

fore, the modeling curve
in the form in which it
is represented in Figure

4 — lead [77]

4,17 makes it possible to predict the result of collision of a sphere
made from iron, aluminum, or alloys based on these metals with a
massive target of the same metal as the sphere, only for encounter
velocities up to 7 - 8 km/sec. Actually, for example, for a target

steel with dynamic hardness Hl = 250 kgf/mm2, on which impact takes

place with the velocity V0 = 8 km/sec,EWY'zmm), and for a duralu-

minum target with dynamic hardness Hl = 80 kgf/mm2 with the same

i ‘l. LN

impact velocity 4 =

It would obviously be interesting to investigate the behavior
of the modeling curve of Figure 4.17 in the region of higher values

20y Vi

of the dimensionless argument -~ . For the solution of this prob=-

lem, it was natural to turn to study of the colllision of bodies whose
densities and resistance-to=deformation characterictlcs were differ-
ent, but whose shock adiabatc were slmilar in the "pressure p versus
mass veloclty U" coordinate systcm. We showed above (§ U.4) that,

in thls case, the equation degcribing the colllislon process will
coincide with (4.29) if the colliding body encounter velocitlies and

the process of striker inteructlon with the target tukoes pluce in

S
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3 ﬁi”" the unsteady reglme. Strletly cpeaklng, the collldling body intor-

1 ' actlon process will take place in the ungteady regime when the

striker longltudlnal dimension 18 much less than 1ts transverse dl-
mension (I ~id). However, spherc pcnetration into a target can aluo [222
be considered in the rirst approximatlon to be a process taklng place

in the unsteady regime, slince in this case the dimensions of that

striker section at which the particles entrained 1nto motlon at each

given instant are located vary continuously. Therefore, 1n accord-

ance with the data of Figure 4.16, we can extend the modeling curve

of Figure 4.17, in the first approximation, into the region of high
values of the argument %ﬁi, when studying, for example, impact of

iron and coppér spheres on a massive lead target.

The results of these ex-
periments are shown in Figure
4,18. Also shown here by the
dashed line is the relation from
Figure 4.17. We see from Figure
4,18 that the data obtained make
it possible to extend the model-
ing curve to values of the dimen-

t VB Figure 4.18. Depth of cavity ,
sionless argumentl i,y 800, i.e., formed in massive lead target j
with impact of copper (1) and !

they make it possible to broaden iron (2) spheres versus en-

the interval of variation of counter velocity; dashed line !
) , . ) reproduces the relation of Fig- !
this argument covered by direct ure 4.17 [77] i

measurements by nearly a factor

of four. Formally speaking, |

=3

the modeling curve of Fipure 4.18 makes it possible to predict the
result of steel and duraluminum spherical striker collision with
massive targets of the smame material as the striker for encounter

s velocities up to 14 - 15 km/sec.

At the same time, the data of Fipure 4.18 make 1t poosuslble Lo
Vi . .
estimate those values of the puramuch'hbf, upon exeoending which

striker material strenglh can actually be neplecteds Theoe vatueo

S,
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of this paramctoer 1n the subjeet easce of lmpact on a lead halfupace

, Hy
arce cqual to about 80 for iron sirlkers (”;t*“), and about M0 for

", _ , ,
copper strikers Q”if*s). or smaller values of the paramecter ﬁﬂlb,
1

™~
~
|30
e

striker material strength plays a gulte obvious rolc: the naturz of
the corresponding segments of the curves in Flgurc 4,18 depends
markedly on the level of the HZ/Hl values. In this region of rela-

tively low impact velocities, the iron and copper spherical strikers,
when penetrating the lead target, either do not deform at all (left~
hand rising branches of the solid curves in Figure 4.18) or deform
partially, but with significant increase of the transverse section,

which in some interval of variation of the parameter E%¥§leads even
to reduction of the relative cavity depth Lc/dO with increase of the

parameter (descending segments of the solid curves of Figure 4.18).

The modeling curve of Figure 4.18 can be extended to the region

raV
of still larger values of the dimensionless argumentLﬁf, if we use

the experimental results of [59], in which ( d,~3,2 mm) steel sphere
impact on a massive lead target was studied for encounter velocities
up to about 6 km/sec. The results of these experiments are presented
in Figure 4.19. The dashed line reproduces the relation of Fig-

ure 4.18.

As we would expezt, the regults of these experiments, although
they relate to spheres whose dlameter is smaller by a factor of three
than the diameter of the spheres used in the experiments described
above, agree well with the relation of Figure 4,18. The results of
these experiments extend the modellng curve to values of the dimen-

PR I S
sionless argument ‘hi-a:mml, which makes it possible to formally
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predict the result of steel sphere interaction with a massive stecel
target, or duraluminum cphere interactlon with a massive duraluminum

target for impact velocities of 30 - 50 km/secc.
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It ls remarkable that all
the experimental data corrce-
sponding to the subjJject problem
conditions known at the present
time agree well with this modecl-
ing curve. As an 1llustration
of this statement, Figure 4.20
shows the modeling curve (solid
line) and the experimental
pnints obtained for impact
velocities v 3 - 10.5 km/sec
[59, 78 - 801.

Thus, the cited experi-
mental data again confirmed the
validity of the problem analysis
presented above. They make 1t
possible to construct a modeling
curve which is confirmed well by
direct experimental data ob-
tained at impact velocities to
about 10.5 km/sec. The modeling
curve was extended to large
values of the basic modeling

parameter %%3, which, generally

speaking, make it possible to
predict the results of the col-
lision of spherical bodies made
from iron, alumlnum, or alloys
based on these metals with a
massive target of the same mate-
rial as the sphere for encounter
velocities of 30 - 50 km/sec,
which are inaccessible for direct
experiment. However, we must
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Figure U4.19. Depth of cavity
formed in massive lead target
with iron sphere impact versus
encounter velocity from data of
[59]; dashed linec reproduces the
relation of Figure 4.18

-t 1
/] 260 4440 609 2 07

Figure 4.20. Modeling curve of
Figure 4.18 (solid line) and ~
experimental daata (points) ob-
tained at high collision velo-
citiles of spherical strikers :
with massive targets: 1 — i
duraluminum striker and target, :

VO = 3.2 - 10.7 km/sec [79];
2 — aluminum striker and target,
Vg = 3.1 - 7.5 km/sec [781];
3 — stcel striker and copper
target, VU = 5.6 km/sec [59];
4 -— steel striker and tarpet,

V. = 6.7 km/sce (80]
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emphaulzc that untll the yrestion of the limits of appllecablilty of
the model representatlon 1s resolved, thls predletion 1o of o purcly

formal nature.

§ 4,7, Evaluation of Thermal Phenomena Role 1n
Metalllce Body lnteractilon

In light of the above, a questlon nafturaily arises: what 1o the
upper limit of that velocity interval in which the estimate ol the
final cavity depth from the modeling curve will not differ markedly
from the true colllsion result?

The formulation of this question is a result of the fact that
the cavity depth dependence on impact velocity must have a singular-

ity near a value of the velocity which is unique for each pair of
colliding bodies [25, 67, 68, 81, 83]. The "thermal explosion",
i.e., evaporation in the unloading wave of the colliding body metals
in the volumes adjacent to their contact surface, 1is usually cited
as the physical reason for this singularity.

i\ The impact velocities which can lead to the onset of this phe- :
. nomenon are very high. According to the theoretical estimates [25], |
for the various metals they lie in the range of 10 - 20 km/sec, where
study of the solid body collision process i1s not yet accessible in
practice to direct experiment.

:
However, we must bear in mind that, regardless of whether or not }
A target metal vaporization in the unloading wave takes place, those i
target volumes which, as a result of shock loading, are in the molten 1
condition will be ejected from the cavity uprcn unloadilng. In other ;
words, we can state that the magnitude of the target volume ejJected 1
from the cavity will be determined in the final analysls not by the
pﬁj vaporization conditions, but rather by the targcet metair meltling con-
‘ ditions. This mcans that the covity depth dependence on impact
veloclty will have o singularity not at the cited high veloclitlces,

3 L but rather at conslder:ably lower boly encounter veloclties. These

are termed the threshold velocitlesy these arce the lmpact veloelties

SO 1




upon excecding which the unloaded tarpet metal In some volume of the
impact %onc wlll be heated to a temperaturc cloge to 1tg meltilng
point. To the threshold impact veloclties, there will naturally cor-
respond threshold valucs of the mass velocelitles, pressures, and other
thermodynamic parameters at the dlsturbancc front, whilch ariscs 1n
the colliding bodies during their encounter. IFrom estimates based on
theoretical data [4], for various metals, the threshold impact velo-
cities Vt oy (0.7 - 1)a, where a — sound speed in the metal, i.e.,

they lie in the range of about 1.5 - 6 km/sec. which at the present
time is covered by the velocity range accessible for experiments.

However, in spite of the expectations, the experimental curves
of cavity depth versus impact veloclity, as we see from the above
discussion and also from numerous other studies of this question
(see, for example, [56 - 59, 78 = 80]), do not show any singularities
at the threshold velocilties.
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This experimental fact can be explained as follows.

The cited estimated threshold impact velocities Vt were calcu-

lated for those body encounter conditions in which the body interac-

tion process takes place in the unsteady regime, and is not accom- 5
panied by hydrodynamic flow of the bodies. However, in the experi-
ments examined above, and also in other cited studies [58, 59, 78 -
80], the collision process was accompanied by flow of the two inter-
acting bodies and, in this sense, approached the steady state regime,
since either equiaxed bodies or bodies which were elongated in the ;
direction of impact were used as the strikers. We noted previously |
(§ 4.3) that the difference between the body interaction processes

in the unsteady and steady regimes 1s very significant. In the first

case, the impact veloclty V0 determines the mass velocity U on the

shock wave front arising ‘n the lnteracting bodies during thelr cn-
counter; in the case ol collision of two bodies made of the same
metal, U = V,/2. 1In the second case, the impact velocity V, deter- j

mines the shock (head) wave veloclty D; 1n the case of interaction
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of bodles made from the same metal, D = VO/2. Since D p a + 1.5U

[4, 71, In the nearly-stecady-state Interacting body hydrodynamic flow
processes, the threshold shock wave veloclty Dt wlll be reached only

for encounter velocitles VO 2 2a + l.SVt. If we conslder that for
the metals Vt Ay (0.7 - 1)a, we can state that, in processes which

transition into hydrodynamic flow of the colliding bodles, the ther-
mal effects wlll not influence the final cavity depth when the body
encounter velocity VO < (3 - 3.5)a.

Naturally, for encounter velocities VO satisfying the condition

vV, < VO < (3 = 3.5)a, the threshold values of the thermodynamic para-

t
meters will be reached in certain volumes of the colliding bodles 1n

the initial stage of body interaction taking place in the unsteady
regime. However, this circumstance cannot influence in any way the
final cavity depth or the further behavior of the process, since
these volumes will spread out into a film on the surface of the form- :
ing cavity, regardless of the state in which these volumes are found. ;

Thus, provided the theoretical threshold velocity estimates are i
correct, the predictions resulting from the model concepts will be i
. close to the true collision result in application to sphere impact
. on a massive target of the same metal, at least up to encounter velo-
cities VO v (3 - 3.5)a. Consequently, when the sphere and the mas-

%w,}_ sive target are made from iron, aluminum, or alloys based on these
- metals, the predictions resulting from the modeling curve will be /227

reliable, at least up to encounter velocities of 15 - 18 km/sec¥.

*It also follows from this discussion that, in the processes which
e - transition into hydrodynamic flow of the colliding bodies, vaporiza-
v tion in the unloading wave ("thermal explosion") can occur during

interaction of bodies made trom the same metal only for encounter

i .2 velocities VO R 2a + 1.5V Consequently, when the sphere and

vap'’
T massive target are made from iron, aluminum, or alloys based on

2 - “hese metals, these velocities, with account for the estimates of
| [25], will be 30 - 40 km/sec.
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In this conncetilon, experimental determlnation of the threshold
velocitlces becomes very important. To thls end, experiments were
conducted 1n which the phenomena arising 1n a masslive target 1n the
case of a flat-wise "short" impact, when the collision process takes
place in a definitely unsteady regime [25, 84]. The strikers for the
experiments were made frcm aluminum, and had the form of thin plane-
parallel disks (diameter - =i mm, thickness ), -4 ). The disks were
imparted a veloclity of about 2.4 km/sec. Tho targets were blocks
made from lead, tin, and cadmium, for which the theoretical threshold
velocities 1lie in the indicated interval. It is important to note
that this choice of the colliding body metals ensured the most com-
plete unloading of the target after passage of the loading and un-
loading waves through the impacting disk. This conclusion follows i
directly from the mutual positioning of the alumirnum and target-metal

shock adiabats in the coordinate system "pressure p versus mass
velocity U" (see, for example [4, 7, 9, 10, 12], and also Figure 4,16).

As an example of the data obtained, we need only examine the
results of the experiments with lead targets.

Figure 4.21 shows photographs of ’
axial sections of two characteristic
cavities. The cavity profiie in Fig-
ure 4.21a is typical for relatively
low (< 1 km/sec) impact velocities,

while the cavity profile in Figure

a b
4,21b is typical for velocities above a |
1.7 - 1.8 km/sec. We see that the Figure 4.21. Sections of ‘
cavity profiles are not similar. rhe typical cavities obtained
during impact of an alu-
cavity of Figure U4.21b is essentially minum disk on a lead tar- |
"composed" of two parts: an upper part get: a) for low (X 1 kw/ ;
which 1s similar to the cavity of sec) and b) for high

(% 1.7 - 1.8 km/sec) im-
impact velocitles
is nearly conical in form. The entire [84,85]

Figure 4.21a, and a lower part, which

surface of the "conical" part of the
cavity of Figure 4.21b has definlte traces of melting.
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It 1s sipgnificant that a shock wave wlth mass veloclty apnroxi-
mately 650 m/sec [4, 24] arises 1n the tarset for the aluminum disk
and lead target encounter velccity 1.7 = 1.8 km/secec. Thisc velocity {
is close to the calculated threshold mass velocity for lead [4].
The difference in these velocities does not exceed 10% (Table 4.2).

Similar data were obtalned in experiments with cadmium and tin /228
targets. The difference in the experimental and calculated thresh-
old velocities again does not exceed 10 - 12% (Table 4.2).

TABLE 4.2. SOME TARGET METAL CHARACTERISTICS AND THRESHOLD
VELOCITY DETERMINATION RESULTS

e e ke e e e el S i .

Metal Tin Cadmium | Lead Zinc Zinc
Initial target temp., T,, °C 20 20 20 20 250 ’?
= U DR S
- Melting point, T, , °C 232 321 327 419 419
- Specific heat, c|, cal/g-deg  !0.054 | 0.055 | 0.030] 0.092 | 0.092
o Calculuted [4] Téﬁémwwg‘ﬂ'd 1 715 | 1315 925
(U " l’ _,,_».‘._r_._, . PO §
: j;’ ég With massive targets | 700 880 650 - 910
¥ B ol E |With thin screens L 770 890 | 700 | - | -
R S OIX O i
n o i 8 :
O O N\
Tk
(]
- B>

In order to show in a direct experiment that the bottom part of
the cavity of Figure 4.21b actually was formed by target metal ejec-

tion from the cavity in the unloading wave, a pulsed radiographic

study of the collision process was made for various body encounter

velocities. Figure 4.22 shows a series of radiograms which charac-

terize the process occurring in a lead target with impact on it of

an aluminum disk with velocity about 2.4 km/sec. Here, dispersed !
_ target matter ejection from the cavity 1is clearly seen (Figure 4.22, |
- frames ¢ and ). It 1s significant that ejection takes place at
' impact velocities of 1.7 - 1.8 km/sec and higher, when the cavity
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Figure 4.22 Radiograms of aluminum disk impact

on 2 massive lead target with veloclty V about

2.4 km/sec: a) 7 usec prior to encounter; b)

14; ¢) 27; d) 813 e) 620; and f) 1070 usec
after encounter [85]

has the form of Figure 4.21b and 1ts bottom part has definite traces
of melting, and does not occur at lower velocities. Measurements
show that the matter is ejected with a velocity of 30 - 40 m/sec,
which also agrees well in order of magnitude with the results of
caleulation [4].

Similar results were obtained in experiments with the tin and
cadmium targets.

Experiments were also conducted with
maximal velocity imparted to the aluminum
as would be expected, was not adequate to
in the zinc target. However, impact on a
C led to results qualitatively similar to

massive zinc targets. The
disk (about 2.4 km/sec),
cause the subject effects
zinc target heated to 250°
the results of the experi-

ments with lead, tin, and cadmium.

The thereshold velocity estab-

lished in these experiments again agrees well with the calculated
estimate (Table 4.2).

The threshold velocity measurement results obtained in experi-
ments with massive targets were confirmed by the results of a sepa-
rate series of experiments involving flat 1mpact at the end of a
copper cylinder on thin (thickness about 0.1 of the cylinder dia-
meter) shields, fabricated from lead, tin, and cadmium. Tt wag
found that, 1f the shield material in the clrcular reglon cubjected
to impact loading remains solld after Impact, then In the free
motion the front of the regilon and the fragments appearing alongn 140

26z
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éontour will have clear outlines. However, 1f the matcerial melts
during impact loading, 1t 1s found that In the frece motlon the f'ront
of the region will become blurred and Jet flow will arise on the
contour of this reglon, which 1s subjected to lateral unloadilng.

Radiograms obtained in experiments with thin shields at differ-
ent impact veloclties showed that, in fact, ne:r some veloclity the
behavior of the circular region, which is ejected during impact,
changes as expected. As an example of the experimental data, Figure
4.23 shows radiograms obtained in experiments with a lead shield at
subthreshold and superthreshold
impact velocities. We note that |
the mass velocities atl the front
of the shock waves arising in the
lead shield during colliding body
encounter differ only by 40 m/sec

in the experiments for which the a
radiograms are shown in Figure

h,23. Figure 4.23. Typical radio-
grams of copper cylinder impact
on a thin lead shield for en-

The threshold velocities counter velocities 1.2 km/sec

(a), and 1.3 km/sec (b); time

from instant of encounter in

with the thin shlelds are pre- both cases is about 25 usec

sented in the last line of Table
4,2, They are close to thc calculated values, and also to the values

which were determined in the experiments with the massive targets.

established in the experiments

In these experiments, the threshold velocities were measurcd
only for the low-melting alloys. However, it 1s natural to expect
that the residual heating of the target metal after shock loadilng
and the subsequent unloading will obey the same relationsnlp for all
the metals. It follows from dimensional conslderations that this

will be a relation of the form:

w=1(9), (4500

e e )




where AQ ¢, (77 -T)) — amount of heat required to warm unlit mass of o

metal with specifilc heat cp

temperature T; U — mass velocity in the shock wavc which leads atftoer
unloading to the given resldual heatlng; a — sound speed in the
metal.

Experiment [85] showed that in the dimensionless coordlnate sys-

tem (il,
a

relationship (Figure i4.24).
the residual heating up to the
melting point in targets made

from the Initial temperaturc TO Lo the

%;), the calculated data [1, 4] actually satisfy a single

As for the data of Table 4.2, which show

& T T
from low-melting metals, they o-Cu
confirm this relation very N ::%
well (Figure 4.25). ? :Z%
aln 4Pt o-(d o
RN
This result can be con- o-Tt
sidered proof of the validity @l
of the approximate threshold 0 iiﬁ §
velocity calculations, not §;§§
only for the low=-melting ::v
metals, but also for the re- Wk ]
fractory metals. This con-
firms experimentally the con-
¢lusion drawn above on the pos=
sibility of reliable predic- 0 0',25 a|,',0 0}5-,‘,-/

tions based on
tations of the
collision of a

model represen-
results of the
sphere with a

massive target of the same

metal as the sphere for en-

Figure U4.24.
of various metals versus
velocity in loadling wave

calenlated data of [1, 4]

counter velocities up to (3 - 3.5)a.

A very

Residual heatilng
mass
from

good 1llustration of these concepls and conclusions are

~
N
(O8]
no

|

the resulls of experiments wlth mascive lead tarcets and aluminum

dilsks whose thickness was lnerecased proadually [#5 ). The oxporiment:

were made with impaect veloclty v Sod o kmfone, whilen oxeocdo by oneardy

26N




6.0 . T
S ——
. V% 30
i
<@ ,
20}

N 2
f we 4
e : /
s !
5 /
g“ 0 5 10 15
i3 101m
5
%i Figure 4.26. Total depth of
. ity in massive lead target
L . Figure 4.25. Comparison of the cav
5 relation of Figure 4.24 with versus thlckness 1, of impact-
= experimental data of Table 4.2: ing aluminum disk (1), and
o 1 — data of experiments with height of upper part of the |
e massive targets, and 2 — data cavity (see Figure 4.21b) ver- ;
. of experiments with thin shields sus the same parameter (2) for ;
= [85] encounter velocity V, 2.4 i
o km/sec [85] ;
1.5 times the threshold impact velocity (v 1.7 - 1.8 km/sec). 1In
e Figure 4.26, curve 1 reflects the total cavity depth L, dependence j

|
1
|
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!
i
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on the disk thickness ZO, and curve 2 shows the dependence on the

same parameter of the height of the upper part of the cavity — that
part which is due to target plastic flow (Figure 4,21b). The dif-
ference between the ordinates of these curves then characterizes the

thermal effect influence.

. We see from Figure 4.26 that, for an impact veloclty exceeding
- considerably the threshold value, the thermal effects no longer have
any influence on the final cavity depth when the dimenstons of the
. impacting body in the direction of motlon and in the trunsverse

direction become approxlmately the samc.

1t was shown 1in the preceding sectlion that the obtained modellng
— curve (Figure M.19) makes 1t possible to Caemsdly prodicet the peoo

of collistion of ilron (steel) and alumlnum (Qupralumlinum) opheron with
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a masslve vargel of the game metal ag the sphere for encounter velo-
clties of 30 = 50 km/gee.  Since these veloclitles cxceoed conglderably
(3 = 3.5)a, 1t is interesting to cstimate how sipniflcantly the ro-
sult of collision at the Indlcated velocitles can differ from thc
value predicted using the modeling curve of Flgure 4.19.

Unfortunately, we can present here only very general and purely
qualitative arguments, which reduce to the following.

The thickness of the target metal layer located between the
contact surface of the colliding bodies and the head wave will be
close to the diameter of the impacting sphere [86]. During unload-
ing, which will begin when the instantaneous cavity depth is approxi-
mately equal to the diameter of the sphere, part of this layer may be
ejected from the cavity. It is quite obvious that this ejection for
final cavity depth L,» on the order of (4 - 6)dO (Figure 4.19), can

lead to 1ncrease of LC only by a few percent.

However, we must recall that ejection of the material is neces-
sarily accompanied by removal of some energy, which under other im-
pact conditions 1s, in the final analysis, expended on cavity forma-
tion. Hence, 1t follows that the possible slight increase of the
final cavity depth, oving to target metal ejection from the cavity,
will be partially or entirely compensated or even exceeded by i
cavity depth reduction owing to energy removal.

Thus, these qualitative arguments lead to the conclusion that,
for the processes taking place in the steady statce (or quasi-cteady
state) flow regime, the estimate of the final cavity depth using the

modeling curve of Filgure 4.19, even f'or cncounter velocltlos VU >

(3 - 3.5)a, will be close to the actual c¢ollision recsult, and in any
cage will not be too low.
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§ 4.8, Fallure of Metal Bodleg Durlng

"Short" Impact

The study of the first stage of deformable body dynamlc inter=- /230

action — the stage taking place in the unsteady reglme — 1o partl-
cularly important, since it makes 1t possible to obtain interesting
information on those laws governing the process due to wave phenomena
and change of the thermodynamic parameters of the colliding body
materials. An example of this are the results of study of the ther-
mal effects presented in the preceding section. Therefore, it is
advisable to examine in greater detail the charac.eristic features
of the phenomena which arise in the massive metallic target during
"short" impact, for example, during flat impact of a thin disk on
the target surface (Figure 4.27a).

e /l\

Figure 4.27. Schematic of wave processes
arising during flat impact of a thin disk
on a massive target [87]

At the instant of body encounter, there arise in both bodics
shock waves, the mass velocities at the front of which are determilned
by the encounter velocity VO and the shock adiabats of the metals of

the two bodles. At the same time, centered unloading waves arls
along the contour of the contact gsurface of the bodles. Ac a result
of thils, the shock waves in botn bodles will retain o plane front
only within ccues whose apex angle 1o cqual to approximately 70 - q0¢
(9, 265]. In the tarpet and disk volumes, which underye vnlond fd
are bounded by 24 toroldal purface (Fipure 4.27L), the partlicico of
boih bodies acquire a radial (In relatlon to Lhe diok axic) velocity

component. At that instant when the choek wiave propacatingg Dhrougn

l
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the dlck reachecs 1to f'ree rear surfoace, o centorcd unloading wave
also arlscs on thls gurface, and the unloading wave veloelty veetor
wlll colnelde with the veloclty vector of the shocek wave propagating
through the “arget. In the dlisk and target volumes affected by this
axial unloading (Flgurc #4.27¢), the partlcles of both bodles will
essentially lose thelr axial veloclty component. Conscquently, the
metals of both bodles will be under the Influence of tenslic radlul /230
stresses in the volumes adjacent to thls toroldal surface. We can
expect that under certain body encounter conditions, the target and
disk metals will experience fallures under the influence of thesc
stresses (Figure 4.27c - e)¥, The cavity, whose formatlon 1is accom-~
panied by fracture onset and opening, will obviously be characterized
by a depth markedly exceeding the depth of the cavity which can be
created in a target under the same impact conditions, but whose for-
mation 1s not accompanied by fractures.

In the experimerts of [87], conducted to verify this conclusion,
the targets were massive blocks made from lead, lead-antimony alloy
(v 3% antimony), cadmium, zinc, tin, and copper. The aluminum
strikers were plane-parallel disks of diameter do = 15 mm and height

"0
-or the striker and targets ensured quite short duration of the pulse

= 4 mm. These disk dimensions and selection of the cited metals

vrperienced by the target (v 1.5 usec), and maximal approach of the
pulse to a Il shape (see, for example, [4], and also Figurc 4.16).

As an example of the experimental data obtalned, Figure 4,28
shows the results of the experiments with the tin and copper targets

in the coordinate system "maximal final cavity depth L, & versus lm-

pect veloclty VO", and Figures 4.29 and 4.30 show photographs of /250

oxial sections of the typical cavitles dev -loped during Impact 1n
these same targets. In the experiments with targets of the other

metals listed above, relations L“(VO) analorous Lo those shown 1o

#
Joice ovement of the colliding bodies 1o not cshown in Flgupe 4,27

ir oodes to simpllfly the dlagram,

20




1M pure 4,28 were obtained, and

the axlal gectilong of the E
cavitlces In the targets made -
from thesc metals arce simllar to gﬁ
the sectlions of the cavities 1"

formed in lead (Filgure 4.29).

It is not difficult to see

A - J i e e A ——ed
that the experimental data are 0 200 1000 thad  P00F 2500
V. m/sec
in good agreement with the re-
sults of the above analysis. In Figure "1.28. Dependence of

finite 1epth of cavity L.,
produced in lead (1) ang copper
bodies in the unsteady regime, (2) targets 1in the case of a
plane collision by a thin alu-
minum dise, on the encounter
which is unique for each target velocity VO £871.

the case of interaction of

beginning with some velocity

metal, cavity formation is accom=-
panied by the onset
and opening of frac-
tures. The cavity
depth changes abruptly
at this velocity. It
is essential to empha-

size that fracture on-

set is independent of Figure 4.29. Sections of typical cavi-
ties obtain in massive lead target as a

the massive block result of aluminum disk impact with en-

shape and size (if the counter velocities: a) 920; b) 1000;
¢) 11303 and d) 1700 m/sec [87]

latter is not less
that than some minimal
dimension, naturally).
This means that frac-
turc formatlon is not
agssccelated with the

unloadlng waves which

arlisce on the slde and

Firure 4.30. Ocecetions of typleal cavi-
back surfaces of the tics obtalned In massive copper Larget
as g rosnlt of aluminum dick Impact with

blocks. encountor velocitles: ) 9605 b) 1hAG;

¢) 15A03 and d) 1930 m/eee [67)
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We need to examine gome npeclflce featurces of the cavitico

obtaln in the experlments.

flrst of all, we note that, for Impact velocltles of 1.7 - 1.8
km/scce and higher, the cavities in the lead, tin, lecad=antimony
alloy, and cadmium targets have obvlous traces of melting (Flgurce
4.29d). Since this effect was discussed previously (8 4.7), therc
is no need to dwell on 1t here.

Next, we note the difference in the outlines of the cavities
formed in lead (and also in lead=-antimony alloy, tin, cadmium, and
zinec), on the one hand, and in copper, on the otner hand. Comparison
of the cavities shown in Figures 4.29 and 4.30 leads to the conclu-
sicn that, in the first case, a conical volume of the target metal
is ejected when the cracks open up, while in the second case, such
ejection does not take place. This effect can be related wlth the
difference between the disturbance propagation velocities in the disk
and target metals. In targets made from metals with low sound speed
in comparison with aluminum (lead, lead-antimony, tin, cadmium, zinc),
for the selected disk dimensions the centered unloading wave, which
arises on the free rear surface of the disk, will reach the contact
surface of the bodies at an instant when the centered unloading wave
arising along the contact surface contour has not yet encompassed
the entire contact surface. Therefore, in the subject targets, in
accordance with the schene of Figure 4.27, some conical volume will
be separated by the fractures. In copper targets, however, in which
the sound speed is close to the sound speed in aluminum, at this

instant nearly the entire surface will be encompassed by the unload- /237
ing wave which arises along the contact surface contour. Therefore,
the fractures in the copper target are located ncar the cavity axisc
and are approximately parallcl to this axis.

In analyzing the experimental datua obtalned, it was chown [87)
that the relations established in the coxp riments with the various

_ , sl Lo

targets correlate  1n the dimenslonless COOPdlhﬁLOH(‘ﬁ}q‘“% , whoro
A, iy o5 and Hl are, respectively, the sound speed In Lhe target metal,
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1ts denslty at normal pregssurce, and dynamle hardnepssg U1 i the moin

velocelty, which characterives tne phock wave arlolng durdng body crni-

counter 1n the target; and to

determlined by the ratlo of twice the Impacting dlsk thlckness to thoe

ig the duration of the pregsure pulso,

sound speed in aluminum. The possgsibllity of modellng the deuscerlbed
process ls thereby shown.

The above problem naturally leads to formulation of the inverse
problem — the problem of impact of a body of limited dlmensions on
a thin shield. While in the case of "short" impact, fractures
(cracks) arise in the massive target, we would expect that, under
certain conditions of encounter with a thin shield (Whipple problem

™~
n
s
o]

[88]), a body of limited dimensions would fracture completely.

It is not difficult to transform the scheme of Figure 4.27 to
apply to the case of impact of the flat end of a cylinder on a thin
shield. The scheme is proposed &nd analyzed in precisely this trans-
formed form in [79]. On the basis of the analysis results, which
are entirely analogous to the rcuults presented above, the conclusion
is drawn in [79] that, after encounter with a thin shield — as a re-
sult of interference between the loading and unloading waves, not /239
only the cylindrical body, but also bodies of other form —- spheri-
cal, for example — will fracture.

Experiment confirms this conclusion well. Radiograms of the
fracture of a cylinder and sphere after encounter with a thin shield¥,
znalogous to the radiograms obtained in [79, 93], are shown In
Figures 4.31 and 4.32.

We note the conical core which separates under the sclected
collision conditions during failure of thce cylinder (Filgure 4,31).
The mechanism of the formation of such a core was cxplained above

*
Experiments made by V. P. Valitskiy, N. A. Zlatlin, and 5. M.
Mochalov.

e

i
i
{
i
i



In discussing tLne
shapes of the cavitleg
formed 1n massive lead
targets under the ac-
tion of "short" im-

pact (I'lgure 4.29).

Analysls of the

problem and the experi- Figure 4.31. Sequential radilograms of
mental data presented copper cylinder dO n 15 mm, ZO = 9 mm)

. o . failing after collision with thin cadmium
make it possible to shield (8 = 0.8 mm) with velocity V, =

consider that a thin 1.55 km/sec: a) 2 usec prior to en-

shield located ahead counter; b) 17; c) 253 and d) 32 usec ’
of the target will after encounter -
lead to considerable
reduction of the tar-
get damage parameters.

Therefore, studies [79]
were undertaken

whose objective was to
clarify what the shield
thicknes: and its dis-
tance from he target
should be for given
impacting body mate-

rial, shape, and di-
mensions, in order Figure 4.32. Sequential radiograms of
lead sphere (d0 = 9,4 mm) failing after

collision with lead shield (6 = 4 mm) . B

with velocity